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Chapter 1

Introduction

The most celebrated milestone of electronic conduction is the discovery of transis-

tor on the material base of Germanium in 1947 from Bell Labs[1] followed by the

introduction of the first silicon transistor by Texas Instruments in 1954. Since then,

journey has began in the development and search of suitable material that can act as

a transistor to satisfy the pace of modern day engineering and technology[2]. As the

next step in developing electronic circuits, it is discovered that for mesoscopic system

size of the material, quantum effect becomes important specially when the electronic

mean free path is of the order or more than the system size leading to coherent

conduction[3, 4, 5, 6] of electrons. On one hand, modern research is knocking at the

the door of Chemistry for new materials[7] for electronic circuit component which

subsequently created the field of Molecular Electronics[8] and at the same time,

complexity of quantum dynamics of a single molecule shows the possibilities of new

route of amplification, switching and coherence[5, 6] along with several other kinds

of control over the conductance[9]. The major theme in the domain of molecular

electronics[8, 9] lies in the construction, measurement, characterization and under-

standing of the current- voltage response of an electronic circuit in which molecules

act as conducting bridge. A metal-molecule-metal junction is traditionally com-

prised of thin molecular films between macroscopic metal electrodes[9, 10]. Molecu-

lar transport junction currents can also be monitored to characterize the electronic

and vibrational modes and also their coupling present and hence the study of current-

voltage feature can be viewed as a kind of spectroscopy[10, 11, 12, 13, 14, 15, 16].

Although the main challenge is to understand the nature of coupling of individual

molecular structures to metal-electrodes under non-equilibrium situation which has

its origin from early work of Kuhn[17], the ultimate goal is the incorporation of a

single molecule junction[18] in the circuit[19, 20].

The present scenario in the developing theory and methodologies to study the

current characteristics in molecular junction[21] involves few knotty issues. In the

first place, studying the effect of vibrational contributions and electron-nuclear

coupling[22] in molecular transport plays a significant role in the transport signature
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through a single molecule junction. The vibrational modes associated in a molecular

junction setup may promote[23, 24] or even demote[25] electron transport through

it. For a model system consisting of array made of three quantum dots[26, 27], the

internal electronic coherence gives rise to interesting features of sequential tunneling

for weak interdot coupling. On the contrary, in the coherent strong coupling regime,

phenomena of electron transport against bias voltage[28] has been reported. In the

regime of arbitrary strong[29] electron-phonon coupling, as the phonon coupling in-

creases, it first plays a constructive role to assist the transport which is followed by

its repression. Apart from this, theoretical models are also considered to study elec-

tronic transport in the spin-blockade regime[30] and also to study the dynamics of

nanomechanical resonator coupled to superconducting single electron transistor[31],

which can also drive the resonator leading to its dynamical instabilities[32]. It has

been reported recently that in case of carbon nanotube double quantum dot, depend-

ing on the relative position of the two dots, the electron-phonon interaction can lead

to negative differential conductance[25, 33] along with suppression in the magnitude

of current which may also be assisted by cooling of the ground state vibrations[34].

If the two-site molecular junction is coupled to a vibrational environment, say, in

case of exciton transport in photosynthetic complexes, the vibrational interactions

can significantly enhance the current through specific molecular orbitals[35]. In ad-

dition, the electron interactions can significantly affect the thermoelectric transport

in a length dependent manner[36]. On the contrary, reports are there which tells us

regarding the electron-vibration coupling in quantum dots that can lead to a strong

suppression of the average current in the sequential tunneling regime. But if the sys-

tem is subjected to time-dependent driving in terms of oscillatory gate voltage[37],

an exponential growth of the relative change in the average current with the drive

strength, is observed. Very recently, an interesting feature is reported[38] which

talks about nonequilibrium vibrational states that can be detected in hand by the

asymmetric behavior of the inelastic current peaks with respect to the gate voltage.

The metal-molecule coupling in the electron transport setup has also been reported

to be dependent on nuclear coordinate[39] which is called electronic friction[40, 41].

The study of full counting statistics[42, 43] of the vibrationally assisted electronic

conduction shows that at large bias, the conductance and current can identify the

structural and energetic properties of the molecular junction even when measured

by a quantum point contact[44]. In case of magnetically active molecules[45], the

charge transport is also dependent on the magnetic regime in which it takes place.

Another issue, which is important in the context of molecular electronic conduc-

tance is the control of shot noise in current and its signature present in the system

in terms of the operational vibrational modes. Shot noise[5] in an electrical conduc-

tor is a consequence of the charge quantization unlike the case for thermal noise.

Recognition of shot noise in a molecular junction is based on the study of the non-
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equilibrium state associated with the electron transport through the system. For

single molecule quantum dots and coupled quantum dots, in the resonant tunneling

regime, the shot noise spectrum exhibits different behavior in different regimes[46]

of effective phonon numbers. Current-noise spectrum of a double quantum dot can

also serve as a probe[47] to detect its nanomechanical oscillations. It is also rele-

vant to mention here that the current noise of the single superconducting electron

transistor[48] is strongly influenced by the energy fluctuations in the resonator thus

providing a useful indicator of the dynamics of the vibrational mode. In case of a

molecular junction which is comprising of a single electronic state and coupled to

multiple vibrational modes, a weak to moderate electronic- vibrational coupling may

result in high noise levels[49], especially at the onset of resonant transport, which is

in close proximity with earlier experimental findings[50].

In the proposed thesis, our main motivation is to study the quantum dynamic

aspects of some model of molecular quantum systems engaged in the electron trans-

port processes with the emphasis on coherence of the degrees of freedom of the

reservoir, non-adiabatic electron-vibration interaction in the molecules, molecular

currents due to electron transport and its associated noise. To deal with such a

degree of complications, we resort to the approach involving quantum master equa-

tion [51, 52] which offers a general framework to characterize a quantum dynamical

system in terms of dissipation and decoherence in the transport domain. But, prior

to go in depth of the electron transport studies and to understand the dynamics and

coherent property of the fermionic bath, we undertook the studies of the decoherence

dynamics of a quantum system coupled to a fermionic reservoir and compared the

result with its bosonic counterpart. In addition, the dissipative dynamics is stud-

ied in terms of strong-field resonance fluorescence spectra for fermion bath. In the

present thesis, we have also introduced the definition of fermionic thermocoherent

state and also have discussed its implications in terms of electron transport. Finally,

we have studied the electron transport dynamics in steady state and time-dependent

regime in terms of Fano factor for two specific systems, a class of interacting res-

onating dimers and also for molecule having conical intersection exhibiting cis-trans

isomerization. The common underlying thread here is a master equation description

of electron transport to understand the molecular quantum dynamics in steady state

regime by which ultimately the effect of molecular electron-vibration modes can be

identified and characterized. In the present thesis entitled, Theoretical studies on

molecular quantum dynamics and electron transport, we have discussed the related

issues with the emphasis on the following topics.

A. Dissipationless decoherence

In the study of quantum open systems starting from the FeynmannVernon theory[53]

and later popularized by Caldiera and Leggett[54] as quantum Brownian motion, the
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environment is considered to be consisting of a very large number of non-interacting

harmonic oscillators. The bosonic description of environmental modes is a natu-

ral realization of most of the open quantum systems that occur with decoherence

and dissipation, which is evidenced by a large body of literature[55, 56, 57, 58]. A

renewed interest in the manipulation of the quantum state of matter and in quan-

tum information processing has emerged that necessitates understanding and control

of environmental decoherence of the system even in the absence of an appreciable

loss of energy. This aspect has also been extensively explored by several authors in

which the system interacts with its environment via quantum non-demolition (QND)

type interaction[59, 60] utilizing the decoherence model[60, 61, 62]. Study of deco-

herence dynamics from the system-reservoir model perspective where the quantum

system is coupled to a fermionic environment instead of a bosonic one should bear

an interesting feature. The fermionic environment may serve as a theoretical real-

ization of a bath consisting of two-level systems corresponding to localized modes

such as defects, impurities and nuclear and paramagnetic spins[63, 64]. It has also

proved useful for the proper understanding[65] of magnetic relaxation of molecular

crystals[66] and in quantum coherence measurements[67, 68]. However, dissipation

along with decoherence happens to remain an integral part of all these problems.

As a result, exact dissipationless decoherence model of a system interacting with a

fermion bath has to be proposed and the theory should meet the need of the present

scenario.

B. Resonance fluorescence spectra due to fermion bath

The dynamics of dissipation of an open quantum system[56, 58, 69] generally depend

on the quantum statistical nature and the energy level structure of the environment

degrees of freedom with which the system interacts. The traditional approach is

to assign a bosonic description of the environment and to calculate correlated noise

observed for bosonic particles, which can be explained within the frame of a clas-

sical field description having fluctuating amplitudes and phases. On the contrary,

dynamic anticorrelations in the noise for a fermionic bath do not have any classical

analogue. Recently static antibunching is observed in a degenerate atomic Fermi

gas released from optical lattice made of 40K atoms arranged periodically in one-

dimension[70]. Equilibrium temperature dependence of the anticorrelation showed

a robust tool to measure antibunching unlike the bosonic case where antibunching

is usually understood in terms of the constructive and destructive interference of

two possible propagation paths that the two particles follow to reach the detector

as in the experiment of Hanbury-Brown-twiss [71, 72, 73]. At the same time, dy-

namic antibunching observed in the emission of strong field resonance fluorescence

is well studied in the context of Mollow spectra[74, 75, 76]. However, if the bath is

of fermionic nature which possesses an inherent anticorrelation effect, the emitting
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atom can be affected in a nontrivial way specially when the effect of bath is magni-

fied at a higher chemical potential. In this context it is reasonable to study how the

Mollow resonance fluorescence and probe absorption of the driven system is modi-

fied due to fermionic bath at low non-zero temperature and high chemical potential.

A strong modification of the antibunching characteristics of the emitted radiation

is expected as the bath here already is already antibunching in nature unlike the

bosonic case. Recently focus have been thrown to get fluorescence from semicon-

ductor quantum dots[77, 78, 79, 80] as well as several experimental reports are also

available in the context of the photon antibunching from similar systems[71, 72, 73].

Thus it is needed to analyze the experimental results of the temperature dependent

antibunching to find the signature of a fermionic bath in the dissipative dynamics

and its root in the quantum fluctuation-dissipation relation which is modified due

to the interaction and closely follow the physical role played by Grassmann algebra

in this case, if any.

C. Fermionic analogue of Glauber-Lachs state and modifica-
tion of Landauer conductance

Recently the electron transport [81, 82, 83, 84, 6] properties of small systems with

a discrete energy level structure have attracted much interest where the quantum

dynamics are dominated by coherent effects. For example, quantum tunneling in a

system of self assembled quantum dot array reveals antibunching[85, 86] and near

life-time limited line-widths[87]. Furthermore, in an effort to achieve coherent con-

trol of single electron or electron spin, quantum transport have been used to de-

tect the quantized motion of electrons in nanostructures[88, 12, 5]. A great deal

of theoretical[89, 90, 91] and experimental[92] results are already available which

involve a coherent transfer of electrons from the source to sink reservoirs main-

tained at different chemical potentials[84]. The availability of a coherent source of

electrons[93] can be utilised to inject coherence[93, 94] into thermal electron source

for the suppression of noise [95, 96, 5, 97]. Noise reduction can usually be observed

in terms of the interference effects[6, 86, 5] as in the examples of emitted electrons

from a carbon nanotube[98] and correlation function of time-dependent amplitude

and phase of solid-state single-electron sources[5]. The coherent characteristics are

well understood for bosonic systems and the idea of incorporating thermal noise into

coherent source, thereby giving a thermocoherent state in case of light was origi-

nally conceived long ago by Lachs[99]. Here, the essential need is thus to construct a

fermionic thermocoherent state similar to the bosonic thermocoherent state on the

same footing. As an immediate application of fermionic thermocoherent state, we

examine its effect on electron transport through a single level quantum system if

the source reservoir is maintained in a thermocoherent state with the sink reservoir
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in thermal state and the consequent modification of Landauer conductance formula

due to coherence of the source.

D. Electron transport in resonating dimeric structures

Coupling of a quantum system with two reservoirs serves as a theoretical spectro-

scopic tool to study electron transport dynamics through a molecular system[95,

100]. Inspite of a great deal of theoretical and experimental investigations in the

context of electron transport through systems[101, 102, 103, 104, 105, 106, 107, 108],

physical insights about coherent dynamics of entangled electron-vibration motion in

molecules are very limited in this context. When a molecule is coupled to two

electron reservoirs, the difference in chemical potential of the two reservoirs drives

transport of electrons through it. In molecular electronic devices where a molecule

is typically coupled to two electron leads, inelastic effect appears in the molecular

transport junctions[109] along with vibrational effects[110]. Traditionally, three ef-

fects dominate transport of electrons through a quantum system: (1) The tunnel

effect, which is a quantum mechanical phenomenon where electrons can cross an

electrostatic potential barrier from the emitter lead and reach the collector lead

through the intervening system. (2) The charging effect which is due to the dis-

creteness of the electronic charge and is commonly known as the Coulomb blockade

effect, and (3) size quantization effect which is due to the smallness of the system,

leading to discrete energies. Out of these three, the Coulomb blockade effect plays

the most important role and is sufficient enough to explain the simplest cases ob-

served in the earlier experiments[111] on quantum dots in terms of simple charging

diagrams. From a theoretical point of view, this corresponds to a description of

sequential tunneling through the system in terms of simple rate equations[112]. In

this thesis, our motto is to utilize master equation formalism to study the electron

transport process through a molecule coupled to two fermionic reservoirs and in-

clude the effect of the vibrational modes characterizing the system on the transport

properties under steady state conditions. For the purpose of calculating the current

noise and fano factor, formalism of quantum regression in correlation function[55] is

to be utilized.

E. Conical-intersection and electron transport

The importance of going beyond the Born-Oppenheimer approximation[113, 114]

forms the doorway to several unexpected phenomena like radiationless relaxation of

excited electronic states, photoinduced unimolecular decay and isomerization pro-

cesses of polyatomic molecules. Vibronic coupling which is an an essential ingredient

of conical intersection(CI) between electronic states, is a unique theoretical concept

commonly used to describe the mechanistic pathway and its underlying features in
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molecular system in non-adiabatic regime[115, 116, 117, 118]. Understanding the

effect of quantum entanglement among various degrees of freedom in a molecule

on its observables is not easy in comparison to the entanglement between two spa-

tially separated objects due to the added complexity of the non-adiabatic dynamics.

As a consequence, quantification of electron-vibration entanglement in a molecular

species exhibiting conical intersection[116, 118] opens up as a robust tool for supe-

rior understanding of the molecular quantum dynamics in the non-adiabatic regime.

In this thesis, we have shown a possible quantification by measuring the electron

current when it is put into a transport setup.

1.1 Scope of the thesis

The scope of theoretically studying the effects of molecular quantum dynamics in

the electron transport for molecules of various complexity is vast. Therefore, in the

present thesis, we have worked on some issues involving specific aspects of this broad

topic theoretically with model systems using relevant experimental parameters for

realistic applications. The electron transport phenomena is well researched[9] in

the context of conduction spectra[10, 12, 16], coherent states[119] and also involv-

ing the Born-Oppenheimer approximation[113, 114] which can account for a large

number of experimentally observed phenomena as mentioned earlier. The study

of the electron transport dynamics covers two principal aspects: (1) The trans-

port of electrons through simple systems with few electronic states and (2) the role

of electron-vibration entanglement and conical intersection involving non-adiabatic

molecular electronic states. Along with these, there are several other complexities

which affect the molecular electronic transport. In the first place, the statistical

nature of the leads to which the molecules are coupled dominantly affects the quan-

tum dynamics in the transport setup. Traditionally, the reservoir is considered to be

bosonic in nature. The bosonic description of environment is useful to explain a large

variety of physical situations[120, 121, 122, 123, 124, 125, 126, 127, 128, 129, 130,

131, 132] such as, spontaneous emission, polaron formation, exciton motion, macro-

scopic quantum tunneling etc., in atomic physics, condensed matter physics[13] and

quantum optics[56]. The study of dynamical aspects of the quantum to classical

transition[133, 134, 135] has put a major thrust to study the effect of fermionic

reservoirs instead of a bosonic one on the quantum dynamics of a system, which is

integrally coupled to it. The dissipationless decoherence model[59, 60] has also been

utilized to study the phase diffusion phenomena for physically relevant systems un-

der various initial conditions[136, 137, 138]. The fermionic nature of the environment

serves as a theoretical model for a bath composed of spin-1
2

particles which provides

a scope to study the new dynamical aspects of the system which emerge when it

is coupled to such environment. Fermionic bath has also recently been studied in
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several contexts to understand the phenomenon of phase diffusion[139], spin-boson

models[140], dynamical localization[141] and optical conductivity and direct current

resistivity[142]. However, the dissipation along with decoherence happens to remain

as an integral part of all these problems. This stimulates us to propose an exact an-

alytical solution for a model to describe the coherent dynamics of a quantum system

interacting with a fermionic reservoir via QND type interaction where no dissipation

of energy is taking place. In addition, the dissipative dynamics of a system coupled

to a fermionic reservoir can be studied in terms of the strong-field resonance fluo-

rescence mollow spectra[76] and also the absorption spectra. The next issue, which

becomes important in this respect is to study the coherent characteristics of the

reservoir to which the system is coupled. The idea of bosonic thermocoherent state

was originally proposed by Lachs[99] which arose out of natural consequence of the

superposition of the thermal and coherent fields in terms of the quasiprobability

P -distribution function. Although fermionic coherent states were studied in several

contexts[143, 144], as spin coherent state[145], quantum many particle[146] systems

of electrons, however, Cahil and Glauber[147] in 1999 first systematically introduced

fermionic coherent state and the corresponding quasiprobability distribution func-

tions similar to the bosonic coherent state[119]. Thus, in this thesis we have utilized

the scope to introduce the fermionic thermocoherent state using the definition of

fermionic coherent state of Cahil and Glauber[147] in terms of the quasiprobabil-

ity distribution functions. We have also investigated on the possibility of physical

realization of this newly introduced fermionic thermocoherent state by showing its

relation with the displaced thermal state and explore its relation with the displaced

number state(DNS). As an immediate application, we have examined its effect on

electron transport through a single level quantum system if the source reservoir is

maintained in a thermocoherent state with the sink reservoir in thermal state. The

motivation is to study the modification of the current noise[56, 55, 148] by introduc-

ing some coherent character in the source reservoir. The steady state behavior of

current is monitored in terms of current noise spectrum[149, 150] and the possible

modification of conductance[96, 3, 4] in this context is shown. We have also shown

its relevance through the effect of reduction of noise which are usually done through

a coherent driving mechanism[94] of the system[95, 96] when the two reservoirs are in

thermal states. Within the scope of this thesis, we now choose to explore the electron

transport characteristics for model molecular systems. For the sake of our study,

we have adopted a quantum system[151, 152] which is consisting of two equivalent

resonating structures in terms of a dimer, each of them being described in terms of

an electronic basis which is coupled through a vibrational mode. This type of system

has also been examined in the context of electron-vibration entanglement in model

molecular systems[153, 154] which can provide a physical insight of the quantum

dynamics from electron transport through molecules. Although the conductance
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of trapped single monomer is seen to be much prominent than its dimer, but the

choice of preparing dimer-based metal-molecule-metal contacts have been seen to

be highly advantageous due to high-ended fabrication of single molecule device[155]

and a very accurate reproducibility of the temperature dependence of conductance

measurement[155] can be checked. As vibrational mode is plays the key role in

dimeric interaction, a sensitive dependence of temperature in current is expected

which is exemplified in the present thesis for a class of five molecular systems with

detailed numerical exploration. In this thesis, we have calculated the current through

the molecular dimer as a function of internal as well as the external bias voltage and

considered the effect of electron-vibration entanglement on both the current-voltage

profile as well as on the current versus internal bias profile. We have also examined

the current noise spectrum for electrons flowing through the single molecule junction.

For this purpose, we have adopted the formalism of quantum regression in correla-

tion function[55] and calculated the steady state noise fluctuation. The next agenda

which we encounter in the thesis is to probe and characterize electron-vibration en-

tanglement and conical intersection through electron transport measurement. Sev-

eral non-adiabatic reactions and processes can be cited as an example of the conical

intersection among which the cis-trans isomerization is a prominent example. In-

vestigation and the control of photoinduced cis-trans isomerization[156] about C=C

bonds using specially designed femtosecond laser pulses has been a subject of long-

standing research interest [157, 158, 159, 160, 161, 162]. This isomerization forms

the leading step in many photobiochemical processes namely vision[163, 164], light-

induced ion pumping and plays vital role in producing photomemories and light

triggered switches[165]. Generally the theoretical characterization of the CI point

in such systems involve study of phase space quasiprobability distribution func-

tions namely the Wigner distribution function[166, 57], Among other measures von-

Neumann entropy[167] and ATAS technique[168] are also utilized popularly from

the joint density matrix. Experimental features of CI are performed by several

techniques[169, 170, 171, 172, 173, 174, 175] including ultrafast electron diffraction

studies[176], extensive studies on the measurement of electron-vibration entangle-

ment of trapped atoms and ions[177, 178]. With this background in mind we have

made the following theoretical studies as our own contribution in the flow of the

related research and development.

At first, on the basis of the formalism of the fermionic coherent state of Cahil and

Glauber[147], we have provided an exact solution to a model of a harmonic oscillator

coupled to a fermionic environment via a quantum non-demolition type interaction.

Unlike the quantum Brownian case, the decoherence dynamics does not depend on

the structure of the system Hamiltonian. We have observed that our result converges

to the Born-Markov limit under suitable conditions, which is drastically different
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from the bosonic bath case. In this context, we have also studied the quantum

phase diffusion and the linear entropy dynamics which shows their signature felt

by the suppression of decoherence with temperature in comparison to the bosonic

bath case. This is worth investigating for their application in the coherent dynamics

domain at finite temperature. We have also shown that an unconventional motional

narrowing of the quantum Kubo oscillator, which is realized from this dissipationless

decoherence model due to the antibunching character of fermionic quantum noise.

It thus becomes possible to bring out the results explicitly by the consideration of

the non-commutative property of interaction coefficients obeying the Grassmann

algebra.

Next, we have derived the modied Bloch equation from the generalized master

equation due to the fermionic bath where one needs to consider Grassmann algebra

to obtain the similar mathematical structure of the reduced system dynamics, as in

the case of a bosonic bath. We have shown that there is an enhancement of anti-

bunching in the photon emission with an increase in effective temperature. This is in

principle a manifestation of the antisymmetric two-particle dynamic anticorrelation

in the fermionic bath with a definite value of chemical potential characterized by

the forbidden overlapping. This is evident from the modifed fluctuationdissipation

relation. We have compared it thoroughly with an experimental result in the tem-

perature dependent emission characteristics within an environment of quantum dots

in a Hanburry-BrownTwiss set-up. For the fermionic bath, an effective temperature

assisted coherence phenomenon is induced in the system dynamics, which is reflected

in the resonance fluorescence spectrum with the variation of chemical potential. In

the Mollows absorption spectra, when the Rabi frequency is sufciently low, the side

peaks appear as chemical potential induced coherence phenomenon rather than the

traditional field induced one. The subsequent gain in the probe wave is evidently of

thermal origin, where the energy is fully supplied by the fermionic bath at non-zero

temperatures. This is not possible for a bosonic bath. Thus we have provided an

example of the extraction of coherence from the fermionic bath.

Then we have systematically introduced the fermionic thermocoherent state on

the basis of Cahill and Glauber[147] in terms of the quasiprobability distribution

which shows the appropriate thermal and coherent limits as in the bosonic case or the

Glauber-Lachs state. We have shown that the fermionic thermocoherent state can

be realized as a displaced thermal state of fermions. Its relation with the fermionic

displaced number state and the fermion-added coherent states are explored in the

spirit of the bosonic case. We have investigated the nature of the average current

and the suppression of noise due to the thermocoherent character of the source. The

theory is thus applied to the problem of electronic conduction. A modification of

the Landauer conductance formula is suggested which reflects the role of nonzero
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coherence of the source in electron transport.

As a next problem, we have studied the electron transport problem through

molecular dimer. Electron transport happens through molecules depending primar-

ily on the superposition of molecular electronic orbitals and their coupling strength

to the metallic leads. Thus vibrationally coupled resonating structures of dimer of

various conjugated electron rich molecules is the basic testing ground in electron

transport spectroscopy. However, dynamical coherence and fermionic correlation in

molecule-molecule and molecule-lead coupling necessitates a delicate approach to

treat the current and its noise level theoretically to validate the experimental result

and going beyond to predict more complicated situation which can be envisaged,

for example, in presence of variable external bias and temperature dependence of

conduction and its level of fluctuation. Based on the formulation of master equation

for fermionic bath, we have estimated electron transport through a molecular dimer

which is coupled to two electron leads with a vibrational manifold. The molecu-

lar current is studied both for internal and external bias for a class of molecules

as well as the current noise. Numerical results for resonating structures of a di-

verse chemical class of molecules show that electron-vibration coupling can serve as

a good indicator of current noise and coherent electron transport. An additional

electron transport channel through coupling to the vibrational mode gives rise to

a vibrational Coulomb blockade structure which can be used as a marker for the

functioning vibrational mode in the system.

Finally, we have ended up with the study of probing electron-vibration entan-

glement and conical intersection through electron transport setup when they are

coupled to two fermionic reservoirs at infinite difference in the chemical potential.

Due to the presence of a high degree of non-adiabaticity near the conical intersec-

tion(CI) point, the electron-vibration entanglement plays a key role in the quantum

dynamics of a molecule which supports indulgence in the measurement of entan-

glement for its proper characterization. To find the effect of CI, we have studied

cis-trans isomerization in a molecule in an electron transport setup with electronic

source and sink composed of fermions. Vibronic coupling introduces quantum en-

tanglement and non-classicality which is typically enhanced in the CI point. Wigner

function and other measures of entanglement and non-classicality can be correlated

with the electron transport through the molecule. As the torsion angle gradually

reaches the value corresponding to the CI point, the current shows a sharp enhance-

ment which can also be used as a quantification of the persistent and some sensitive

kind of entanglement present in the system.
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1.2 Plan of the thesis

We have presented the contents of the thesis in the following chapters. In Chapter-

2 we have given a brief overview regarding the theoretical aspects of molecular

quantum dynamics and electron transport.

In Chapter-3 the dissipationless decoherence model for a fermionic reservoir is

studied where an exact solution in density operator elements have been provided for

a harmonic oscillator coupled to fermion bath. We have also studied the dynamics

of phase distribution pattern and linear entropy and shown its connection to a

stochastically modulated oscillator.

In Chapter-4 we have constructed the master equation for a two-level system

coupled to a fermion bath under strong external driving and analyzed the photon

antibunching, absorption spectra and Mollow spectra of the system.

Chapter-5 is devoted to introduce fermionic thermocoherent state which can be

realized physically as a displaced thermal state of fermions and also investigated its

relation with the displaced number state of fermions. We have also investigated the

nature of the average current through a quantum system and its suppression of noise

level to explore the efficiency of electron transport due to thermocoherent character

of the source with a thermal sink.

In Chapter-6, we have estimated electron transport through a molecular dimer

which is coupled to two electron leads with a vibrational manifold. The molecular

current is studied both for internal and external bias for a class of molecules as well

as the current noise.

Chapter-7 is devoted to study the effect of electron-vibration entanglement and

conical intersection in a molecule in the context of cis-trans isomerization in an

electron transport setup with electronic source and sink. Here, we have shown that

the vibronic coupling introduces quantum entanglement and non-classicality which

is typically enhanced in the CI point.



Chapter 2

Overview on the quantum
dynamics and electron transport
through molecules

Quantum dynamics of a system is historically described in terms of time evolution

of the wave packet. To clarify, if we consider the existence of a system Hamiltonian

H, the time-dependent state vector |ψ(q, t)〉 is in accordance with the Schrodinger

equation ih̄ ∂
∂t
|ψ(q, t)〉 = H|ψ(q, t)〉. Here, two cases, may particularly arise: Case-

(i) When the Hamiltonian H is explicitly time independent, the system is said to

be conservative and the time dependent solution of the wave function[56, 57, 58]

assumes the form

|ψ(q, t)〉 = exp

[

− i

h̄
H(t − t0)

]

|ψ(q, t0)〉, (2.1)

where, |ψ(q, t0)〉 is the wave function describing the system at some initial time t0

and q is the position coordinate. This is popularly recognized as Schrodinger pic-

ture(SP), where the operators are considered time-independent whereas, the state

function evolves with time. The other extremity is encountered in terms of the

Heisenberg picture(HP), where the operators evolve while the state remains time-

independent. In the case-(ii) when H explicitly contains time in it, no such straight-

forward solution will emerge. In this case, the problem is usually tackled in terms

of the Interaction picture(IP), which serves as a bridge between SP and HP and

which is much more general than these two. In IP, the part of the dynamics which

is associated with free uncoupled evolution is contained within the operators while

that arising from coupling appears in the state or vice-versa. In IP, the state vector

can be expressed as

ih̄
∂

∂t
|ψI(t)〉 = e

i
h̄

HS
0 (t−t′)VSe−

i
h̄

HS
0 (t−t′)|ψI(t)〉, (2.2)

where, the total system Hamiltonian is expressed as HS = HS
0 + VS, with HS

0 being

the time independent part and VS may or may not have explicit time dependence.

13
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The unitary transformation between the SP and IP can be performed using the

relation[56, 58] |ψS(t)〉 = exp
[

− i
h̄
HS

0 (t − t′)
]

|ψI(t)〉. Upto this, we have assumed

that sufficient measurements are made so that the system state |ψS(t)〉 can be clearly

known at any given time in SP. But this situation is not always true in practice.

In most of the cases, we do not have enough information to specify completely the

state of a system and hence cannot form its wave function. In that case, the system

is described in terms of a mixed state represented by a density matrix ρ[56, 57, 58].

They arise frequently in problems[56, 57, 58] involving coupling of an open quantum

system to its environment. In general terms, an open system is a quantum system

S which is coupled to another quantum system B called the environment. It thus

represents a subsystem of combined total system S + B, which is considered closed

following Hamiltonian dynamics[179]. The state of the subsystem S will change as

a consequence of its internal dynamics and its interaction with the environment,

so that in general it becomes important to follow the reduced dynamics of the

system S, also called reduced system. Traditionally, the environment is considered

to be comprised to large collection of harmonic oscillators[56] with the frequency

modes considered as continuum. The dynamics of the subsystem S, which is treated

most commonly in the framework of the quantum master equation both in IP ans

SP follows dissipation as well as decoherence. Dissipation or damping refers to a

mechanism, where the subsystem loses energy to the reservoir. This is commonly

monitored by the dynamics of several relevant physical properties[57] in the system

subspace. On the other hand, decoherence refers to time evolution of the off-diagonal

elements of the density matrix ρmn in the system subspace.

In the present thesis, our main purpose is to theoretically do a model study of

the quantum dynamics of an open system and use its formalism in relation to study

electron transport through molecules. The use of the formalism of the physics of

open quantum system in the domain of electron transport has been done by several

authors [180, 181, 182, 183, 184, 185, 186] in the perspective of electron counting

statistics[187, 188, 189], non-equilibrium quantum fluctuation theorems[190, 191]

and also in thermal transport. The uniqueness of such model is to couple a quan-

tum system simultaneously to two electron reservoirs considered as environment

at different chemical potential, so that in the steady state domain, a continuous

flow of electrons can be encountered through the molecule[6]. Thus, as a general

overview for the present thesis, one must present a proper understanding of the

quantum theory of damping[56] in terms of the quantum master equation when it

is coupled to a single bosonic bath. This is addressed in the Section.(2.1) The next

issue which is important in this regard is to address is the decoherence dynamics

which is integrally associated with dissipation for a system-reservoir model. The

understanding of decoherence model which is presented in Section.(2.2) provides a

background for the Chapter-(3) of the thesis, where we have provided a similar dis-
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sipationless decoherence model for a general quantum system coupled to a fermionic

bath. As an application of the quantum master equation, we have provided a very

basic overview of the strong-field resonance fluorescence spectra, popularly called

Mollow spectra[76] in the Section-(2.3). This also provides a general background for

Chapter-(4) of the present thesis which considers the resonance fluorescence spectra

and fermionic antibunching feature of a quantum system coupled to a fermionic bath

under strong external driving. The next interesting feature, is to study the dynami-

cal change that would happen if the reservoir character would have been fermionic(as

electron leads are fermion reservoirs)[69, 6] in the electron transport setup instead

of being bosonic[56, 57, 58]. Thus we have discussed the basic qualities of a fermion

reservoir and its underlying feature using Grassmann numbers in the Section-(2.4).

In the chapter-(5) of present thesis, we have discussed some interesting features of

fermionic thermocoherent state along with its implication on current noise[5, 95]

in the context of quantum transport when the reservoir is prepared in such states.

This needs a basic discussion of bosonic and fermionic coherent states along with

the associated quasiprobability distribution functions used in quantum optics as a

formalism to construct such states which is done in Sections-(2.5) and (2.6). It

is important here to note that the bosonic version of thermocoherence was formu-

lated much earlier[99] which is presented as an overview in the Section-(2.7). In the

Section-(2.6), we have also provided a thorough discussion of Wigner function[192]

and Wigner function matrix[178] to understand the effect of non-classicality of the

vibrational states and the electron-vibration entanglement present in a molecular

system involved in transport. In the Section-(2.8), we have provided a very basic

idea of electron transport from the point of view of Landauer-Buttiker[96, 5] for-

malism and also the Coulomb Blockade effect in transport. The overview that we

have provided will serve as a background to understand electron transport through

molecules from phenomenological view-point. Finally, in the Section-2.9, we have

given a brief discussion of the non-adiabatic molecular processes in regard to the

molecular dimer that is studied in the electron transport setup.

2.1 Quantum theory of damping

The quantum physics of open systems has been traditionally developed in the con-

text of dissipative dynamics, with the focus primarily only on reduced density

operators[56, 69] of the system. Dissipation in an open quantum system is al-

ways present which originates from coupling to the environment comprising a much

larger system or ensemble of states. This coupling is typically weak compared with

the couplings within the system of interest but as we will see, it profoundly affects

the dynamics of the system of interest. Quantum theories of dissipation cover topics

ranging from various second-order quantum master equations[57, 181, 193, 194, 195,
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196, 197] to the FeynmanVernon inuence functional path integral formalism[53]. In

this section, we will mainly focus on the reduced dynamics of a quantum system,

commonly considered as a harmonic oscillator coupled to a reservoir comprising of a

large collection of harmonic oscillators[56] in terms of a quantum master equation.

To start with, we consider the total Hamiltonian

Htot = h̄ωa†a +
∑

j

h̄ωjb
†
jbj +

∑

j

gj(a
†bj + ab†j), (2.3)

where, a(a†) is the annihilation(creation) operator for the system oscillator and bj(b
†
j)

is the same for the j−th mode of the reservoir oscillator and gj are the real system-

bath coupling constants. We may assume a very general type of system-reservoir

coupling of the type XXj , which contains terms such as ab†j, a†bj , a†b†j, abj, but

using the rotating-wave approximation arguments[56], which amounts to ignore the

terms like abj and a†b†j corresponding to simultaneous creation and annihilation of

phonon, we only keep the counter-rotating terms for weak system-reservoir coupling.

Now, we define the density operator for the total system ρ, so that the Liouville

equation for the complete system comes out as

ih̄
dρ

dt
= [Htot, ρ]. (2.4)

The interaction picture is defined in terms of the free Hamiltonian H0 = h̄ωa†a +
∑

j h̄ωjb
†
jbj and the corresponding density operator appears as ρ̄ = e

iH0t
h̄ ρe−

iH0t
h̄ .

Differentiating ρ̄ with respect to time, with the notation H̄1 = e
iH0t

h̄ (
∑

j gj(a
†bj +

ab†j))e
− iH0t

h̄ , we get
dρ̄

dt
= − i

h̄
[H̄1, ρ̄]. (2.5)

Now, formally integrating the Liouville equation and substituting back in Eq.(2.5)twice,

one obtains
dρ̄

dt
= − i

h̄
[H̄1, ρ̄] − 1

h̄2

∫ t

0

dt′[H̄1(t), [H̄1(t
′), ρ̄]]. (2.6)

The final step to find the master equation for the damped harmonic oscillator is to

evaluate the double commutator appearing in Eq.(2.6) and also a fundamental step

to assume that ρ̄(t) = ρ̄sys(t) ⊗ ρ̄res(0), which is the Markovian approximation,

one can get the equation of motion of the density operator for the system ρsys after

transforming in the Schrodinger picture as

ρ̇sys = −iω0

[

a†a, ρsys

]

+
γ

2
(n̄ + 1)(2aρsysa

† − a†aρsys − ρsysa
†a)

+
γ

2
n̄(2a†ρsysa − aa†ρsys − ρsysaa†), (2.7)

with,

ω0 = ω + P

∫ ∞

0

dω′ |g(ω′)|2κ(ω′)

ω − ω′ , (2.8)



17

Figure 2.1: Schematic representation of transition between the quantum states |n−
1〉, |n〉 and |n+1〉 for the harmonic oscillator. pn−1, pn, pn+1 represents the occupation
probability of the n − 1-th, n-th and n + 1-th state. The coefficients in the master
equation[see Eq. (2.9)] represent the rate of transition between the states.

where, P denotes the Cauchy-principal value, κ(ω′) is the reservoir density function

and n̄ = (e
h̄ω

kBT − 1)−1. The damping rate constant is defined in Eq.(2.7) as γ =

2π|g(ω)|2κ(ω). This is the master equation for the damped harmonic oscillator

coupled to a thermal bosonic reservoir. It has the following properties: (1) The

Hermitian conjugate of the master equation gives back the same equation. (2) The

density operator ρsys is always normalized so that at all times Trsysρsys = 0. The

physical interpretation follows from the rate equations satisfied by the probabilities

pn = 〈n|ρsys|n〉 for the oscillator to be found in its n−th energy eigenstate:

ṗn = γ(n̄ + 1)(n + 1)pn+1 − γn̄n(pn − pn−1) − γn̄(n + 1)pn. (2.9)

The terms on the right-hand side of the Eq.(2.9) describe transition rates into

and out of the n−th energy level (see Fig.(2.1)).

2.2 Dissipationless decoherence

In true sense, when a system is coupled to practically infinite number of degrees

of freedom, in addition to the energy dissipation which is described by the master

equation(see Eq.(2.7)), an integral part of the problem, which is associated is the

decoherence which is described by the dynamics of the off-diagonal terms of the

density matrix. Due to the intricate interplay between decoherence and dissipation

present in the reduced system subspace, the dynamics is widely influenced which

largely affects and modifies the system-reservoir interaction.

In this section, we are interested here in a process wherein the system under-

goes decoherence but with no dissipation of energy. Such dissipationless decoher-
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ence models are studied by many authors[60] in the Markovian limit or the high-

temperature limit and also for the case where the reservoir is acting as a source of

classical noise[198]. A similar model is also studied by Shao et.al[62]. They have

focused their attention towards an exact solution of the problem, which can be

given also by a similar operator disentanglement method[61]. After that they solved

the problem when the bath is composed of two-level systems instead of harmonic

oscillators which is also studied in detail in Ref.[199].

To provide a brief overview of the topic, we consider an interaction between a

system with its surroundings, For that purpose, we have considered a total Hamil-

tonian HT as

HT = Hs + HR + Hint. (2.10)

The reservoir Hamiltonian, HR, is composed of an infinite number of harmonic

oscillators such that,

HR =
∑

j

h̄ωjb
†
jbj, (2.11)

with
[

bj, b
†
j

]

= 1, which is a well known result in quantum mechanics that stems

from uncertainty relation. We have assumed that the interaction is of quantum

non-demolition type, satisfying

[Hs, Hint] = 0. (2.12)

This kind of system-reservoir interaction is also considered by others to obtain the

pure decoherence dynamics of the reduced system[60]. Equation(2.12) implies that

Hint is a constant of motion which is generated by Hs. For the simplest possible

variant of such interaction, we assume[61],

Hint = Hs

∑

j

gj

(

bj + b†j

)

, (2.13)

where gj is a coupling constant, which is in general complex. In order to understand

the decoherence dynamics of various quantum systems, Tameshtit and Sipe[60] have

derived a master equation for involving the total density operator involving the

system and reservoir using BornMarkov (BM) approximations as

ρ̇ = − i

h̄
[Hs, ρ] − γ0KT

h̄
(HsHsρ + ρHsHs + 2HsρHs) , (2.14)

with,

γ0 = lim
ω→0

2π
|g(ω)|2I(ω)

ω
. (2.15)

Here I(ω) is the spectral density of the bath and a high-temperature approx-

imation is introduced in concurrence with the Markov approximation. The exact

solution of this problem in the context of fermionic reservoir has been furnished in
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Figure 2.2: Plot of fluorescence spectrum for Ω = 10γ, Ω = 5γ, Ω = 2γ and Ω = γ.
In all cases we took ∆ω = 0. It is evident that the sidebands appear as we increase
the laser intensity at the positions ω ± Ω, with their heights in a ratio 3 : 1, with
respect to the central peak.

Ref.[199]. The exact solution of the Eq.(2.14) has been provided in the Ref.[61] in

terms of the matrix elements of the reduced system density operator ρs as

ρs
nm(t) = e−i(En−Em)t/h̄eiη(t)(E2

n−E2
m)e−(En−Em)2γ(t)ρs

nm(0), (2.16)

where, η(t) = −∑

j

g2
j

h̄2ω2
j
sin(ωjt) and γ(t) = 2

∑

j

g2
j

h̄2ω2
j
sin2(ωjt/2) coth

[

h̄ωj

2KT

]

. Here,

En defines the energy corresponding to the n − th state of the system. But, inter-

estingly one can note here, that the result is independent of the structure of the

system Hamiltonian.

2.3 Mollow spectrum and Resonance fluorescence

When an tom is excited exactly on resonance, the conditions needed to apply per-

turbation theory are not met as the resonant light dynamically alters the eigenfunc-

tions and eigenenergies of the atom. The original work was done by Mollow[76] and

it shows that strong field resonance fluorescence from a two-level system consists

of three lines. Theory of Mollow spectrum and resonance fluorescence therefore

provides a very good illustration of the quantum master equation which we have

discussed in Section (2.1). We are thus concerned here with a two-level atom irradi-

ated by a strong monochromatic laser field. The experimental realization relies on

the accessibility of a viable two-level quantum system by carefully restricting the

optical transitions beyond the energy window of interest.
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To begin with, let us choose a two-level system with characteristic frequency

ω0 driven by a classical monochromatic light field of frequency ω and coupled to

an infinite number of degrees of freedom at thermal equilibrium. The system is

characterized by operators σ+, σ− and σz and on the other hand, the reservoir is

considered to be composed of infinite number of harmonic oscillators with character-

istic frequencies ωk and reservoir operators bk and b†k follows the usual commutation

relation [bk, b
†
j] = δkj. Within this framework, the system Hamiltonian HS and the

reservoir Hamiltonian HB assumes the form

HS =
1

2
h̄ω0σz, (2.17)

HB =
∑

k

h̄ωkb
†
kbk. (2.18)

The system-bath interaction is given by

V =
∑

k

h̄(g∗
kσ+bk + gkσ−b†k), (2.19)

where gk and g∗
k are dimensionless interaction coefficients. The classical driving term

in ’Rotating Wave Approximation’ can be expressed as

Vext(t) = h̄E0(σ+ exp (−iωt) + σ− exp (iωt)). (2.20)

Therefore, the reduced density operator equation of motion in the Schrodinger pic-

ture becomes (see Eq.2.7)

ρ̇ = − i

h̄
[HS + Vext, ρ] −

∫ t

0

dt′{[σ+σ
′

−ρ
′

(t′) − σ
′

−ρ
′

(t′)σ+]〈
∑

k

|gk|2bkb
†
ke

−iωk(t−t′)〉B

−[σ+ρ
′

(t′)σ
′

− − ρ
′

(t′)σ
′

−σ+]〈
∑

k

|gk|2b†kbke
−iωk(t−t′)〉B}

−
∫ t

0

dt′{[σ−σ
′

+ρ
′

(t′) − σ
′

+ρ
′

(t′)σ−]〈
∑

k

|gk|2b†kbke
iωk(t−t′)〉B

−[σ−ρ
′

(t′)σ
′

+ − ρ
′

(t′)σ
′

+σ−]〈
∑

k

|gk|2bkb
†
ke

iωk(t−t′)〉B}, (2.21)

where, (σ±ρ(t′))′ = e−
i
h̄

Hs(t−t′)σ±ρ(t′)e
i
h̄

Hs(t−t′) and, 〈...〉B implies quantum sta-

tistical average of any operator X over the bath coordinates and is defined as

〈X〉B = TrBXe−HB/KT

TrBe−HB/KT . In the next step we introduce the slowly varying operators

as ξ+, ξ− and ξz such that ξ+ = 〈σ+〉 exp (−iωt), ξ− = 〈σ−〉 exp (iωt) and ξz = 〈σz〉.
The Equations of motion for the Bloch components taking into consideration of

Markov approximation are now given as:

ξ̇+(t) = i∆ωξ+(t) +
i

2
E0ξz(t) −

γ

2
(1 + 2n̄(ω0))ξ+(t), (2.22)
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ξ̇−(t) = −i∆ωξ−(t) − i

2
E0ξz(t) −

γ

2
(1 + 2n̄(ω0))ξ−(t), (2.23)

ξ̇z(t) = iE0[ξ+(t) − ξ−(t)] − γ − γ(1 + 2n̄(ω0))ξz(t), (2.24)

where, γ = 2π|g(ω0)|2P (ω0), with, P (ω0) being the frequency dependent spectral

density function at the system frequency ω = ω0 along with the detuning parameter

∆ω = ω0 − ω and n̄ is the Bose-Einstein distribution function. This physically

corresponds to the possibility of preparation of a thermal bath composed of harmonic

oscillators each with two levels having a characteristic size(energy) distribution of

a large width ensuring a constancy in the value of the dissipation constant γ. The

actual distribution of the energy level structure of the reservoir in fact depends on

the practical situation at hand. However, here we note that the set of equations

(Eqs.2.22, 2.23, 2.24) are only valid under a low temperature as a high temperature

condition has to be treated in a Non-Markovian way.

We arrive at the asymptotic solution of the Bloch equations as follows:

ξ+(t → ∞) =
i
2
E0

γ0 + iβ
ξz(t → ∞), (2.25)

ξ−(t → ∞) =
− i

2
E0

γ0 − iβ
ξz(t → ∞), (2.26)

ξz(t → ∞) = − γ2
0 + β2

(1 + 2n̄(ω0))[
E2

0

2
+ γ2

0 + β2]
. (2.27)

where β = ∆ω and γ0 = γ
2
(1 + 2n̄(ω0)).

Resonance fluorescence spectra is defined as an incoherent part of the spon-

taneous emission of a two-level atom irradiated by a continuous, monochromatic

field[76]. It is typically characterized by one central peak, along with two side bands

appearing at the strong field-induced Rabi frequency, It is formally defined as[75]

S(Ω) = 2Re

[

lim
t→∞

∫ ∞

0

dt′e−i(Ω−ω)t′〈σ+(t + t′)σ−(t)〉
]

. (2.28)

In Fig.(2.2), we show the resonance uorescence spectrum for Ω = 10γ, Ω = 5γ,

Ω = 2γ and Ω = γ. In all cases we took ∆ω = 0. It is quite striking that the

sidebands appear as we increase the laser intensity at the positions ω±Ω, with their

heights in a ratio 3 : 1, with respect to the central peak.

2.4 Fermionic reservoir and Grassmann variables

A system coupled to a collection of many degrees of freedom gives a platform

to study of dynamics associated quantum dissipation and decoherence over many

decades[54, 200, 201]. In general, the reservoir is treated as a collection of oscil-

lators with a predefined characteristic distribution of frequencies. But the dissipa-

tive dynamics will give drastically changed outcome if the reservoir characteristic
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would have been fermionic instead of bosonic. The importance of the fermionic

bath can be realized in the view of experimental evidences involving the electromag-

netic trapping of fermions[202] and evaporative cooling of trapped fermions below

micro-Kelvin temperature[203, 204].

This have opened up new possibilities of realizing the conditions conducive to

a high-density fermionic bath. The dynamics of the fermions in a bath is guided

principally by the anti-commutation rule {σk, σ
†
k} = 1 and the following algebra:

σ2
k = σ†2

k = 0, (2.29)
[

σ†
k, σ

†
kσk

]

= −σ†
k, (2.30)

[

σk, σ
†
kσk

]

= σk, (2.31)
[

σ†
k, σk

]

= 2σ†
kσk − 1, (2.32)

where, σ†
k(σk) is the creation(annihilation) operator for the k−th fermion. This is in

sharp contrast to the bosonic case where the anti-commutator is substantiated by the

commutator. The speciality of this fermionic field lies in the fact that the eigenvalues

which are anti-commuting numbers obey rules of Grassmann algebra[205] which in

the corresponding bosonic case are in general complex. It is due to the beauty

of such algebra that one can find a close correspondence in the quasiprobability

distribution and moments of various order in both cases. For the sake of clarity, we

have outlined the basics of the Grassmann algebra and Grassmann calculus which

are well-studied in mathematics[206] and field theory[205, 207].

Let z = {zi}, i = 1, 2, ....., n define a set of generators of a fermion field which

satisfy anti-commutation properties {zi, zi} = 0, which in particular implies that the

numbers are nilpotent i.e., z2
i = 0, which is an important property for fermions. The

anticommuting numbers zi and their complex conjugates z∗i behave independently

so that they satisfy {zi, z
∗
i } = 0. The Grassmann numbers also anticommute with

their fermionic operators σi and σ†
i such that {zi, σi} = 0 and {zi, σ

†
i } = 0.

2.4.1 Grassmann Calculus

An analytic function of a Grassmann z variable gets its expression as

f(z) = f0 + f1z. (2.33)

As a square of any Grassmann number vanishes, any analytic function must be

linear in the Grassmann variable. Now, if we have two generators z and z∗, then

any two-variable function will have the general form

A(z, z∗) = a0 + a1z + ā1z
∗ + a12z

∗z. (2.34)



23

Even and Odd functions

A function φ(z) is said as even when it commute with Grassmann varibales and odd

when it anticommutes. So, for a function having even parity

φ(−z) = φ(z), (2.35)

whereas, that for a function having odd parity,

φ(−z) = −φ(z). (2.36)

Differentiation and Integration with Grassmann variables

The variable z(or z∗) has to be on the right next to the operator ∂
∂z

(or ∂
∂z∗

) while

performing differentiation with Grassmann variables. If it is not the case, then it

has to be anticommuted through the relation zz∗ + z∗z = 0.Thus

∂

∂z
(z∗z) =

∂

∂z∗
(−zz∗) = −z∗. (2.37)

Therefore, for the double derivative of a function of Grassmann variables, we should

have[see Eq.(2.34)]
∂2

∂z∗∂z
A(z, z∗) = − ∂2

∂z∂y∗A(z, z∗), (2.38)

so that { ∂
∂z∗

, ∂
∂z
} = 0.

Again, in case of integration[205], the fundamental rules involving the complex

Grassmann variables are as follows:
∫

dz = 0, (2.39)
∫

dz∗ = 0, (2.40)
∫

dzz = 1, (2.41)
∫

dz∗z∗ = 1. (2.42)

We are typically concerned with pairs of anticommuting variables z and z∗, and for

such pairs we have
∫

d2z =
∫

dz∗dz.

2.5 Coherent states

The idea of coherent states was first conceived by Schrodinger[208] and later retold

and popularized by Glauber[119] as a very close approximation of a classical state

in the quantum domain. It is a purely quantum mechanical state that allows us to

have a ”classical” flavour in a host of quantum situations. In this section, we will

briefly outline the basic features of the bosonic and fermionic coherent states.
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2.5.1 Bosonic coherent state

The bosonic coherent states were formally introduced by Glauber and Sudarshan[119]

which is defined as the eigenstate |α〉 of the harmonic oscillator annihilation operator

a. For a single mode, we have

a|α〉 = α|α〉, (2.43)

where, α is a complex number. Now, if we expand |α〉 in the Fock-state basis as

|α〉 =
∑∞

n=0 cn|n〉, where cn = 〈n|α〉 is the transformation between the number and

the coherent state representation, and operate a on |α〉, then keeping in mind that

a|n〉 =
√

n − 1|n − 1〉, we have

a|α〉 =
∞

∑

n=1

cn

√
n|n − 1〉 =

∞
∑

n=0

αcn|n〉. (2.44)

After doing a straight forward algebra[56, 55], one can express the coherent state as

an expansion of the number basis as

|α〉 = e−
1
2
|α|2

∞
∑

n=0

αn

√
n!
|n〉. (2.45)

Here, one should note that the squared modulus of the quantity cn which is |〈n|α〉|2
defines the probability distribution of the system over the number states, which

happens to be Poissonian[56]. Here, we digress a little on some properties of the

bosonic coherent state.

Bosonic coherent states are not orthogonal

To show, the orthogonality of the bosonic coherent states, we consider the quan-

tity[see Eq.(2.45)] 〈β|α〉 which gets its expression as

〈β|α〉 = exp

[

−1

2
(|α|2 + |β|2) + αβ∗

]

. (2.46)

Evidently, the states are not orthogonal as 〈β|α〉 6= 0 and the quantity |〈β|α〉|2 would

be non-zero for α 6= β. Interstingly, it is to be noted that, as |α− β|2 increases, the

two states become approximately orthogonal.

Bosonic coherent states are overcomplete

To show the overcompleteness of the bosonic coherent state space, we evaluate the

integral
∫

|α〉〈α|d2α
π

and for that purpose, we change to polar co-ordinates with

α = x+iy = reiθ so that d2α = dxdy = rdrdθ. Thus the integral in polar coordinate

becomes
∫

|α〉〈α|d
2α

π
=

∞
∑

n,m=0

|n〉〈m|
π
√

n!m!

∫ ∞

0

rdre−r2

rn+m

∫ ∞

0

dθei(n−m)θ. (2.47)
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Noting that
∫ 2π

0
dθei(n−m) = 2πδnm and

∫ ∞
0

rdre−r2
r2n = 1, one can obtain that

∫

|α〉〈α|d
2α

π
= 1, (2.48)

which proves normalization of the bosonic coherent states.

Bosonic coherent states are minimum uncertainty states

From the relations between the annihilation(creation) operator a(a†) and the posi-

tion x and momentum p for the coherent state |α〉, we get the following equations

for the coherent state[56]

〈x〉 =

√

h̄

2ω
〈α|a + a†|α〉 =

√

h̄

2ω
(α + α∗), (2.49)

〈p〉 = i

√

h̄ω

2
〈α|a† − a|α〉 = i

√

h̄ω

2
(α∗ − α), (2.50)

〈x2〉 =
h̄

2ω
(α∗2 + α2 + 2α∗α + 1), (2.51)

〈p2〉 = − h̄ω

2
(α∗2 + α2 − 2α∗α − 1), (2.52)

where, ω is the frequency of the respective harmonic oscillator mode and α is a com-

plex number which is the eigenvalue of the annihilation operator a. The uncertainty

product thus becomes

∆p∆x =
h̄

2
, (2.53)

where, ∆p =
√

〈p2〉 − 〈p〉2 and ∆x =
√

〈x2〉 − 〈x〉2. Thus the coherent state cor-

responds to the quantum state having minimum uncertainty product. Herein lies

the beauty of the coherent states, that they represent a very good approach to the

classical state which can be realized in the quantum domain.

2.5.2 Fermionic coherent state

The formulation of the fermionic coherent states that we follow here is due to Cahill

and Glauber[147]. According to them, for any set of Grassmann variables γ = {γi},
the normalized fermionic coherent state is expressed as a displaced vacuum state

|γ〉 = D(γ)|0〉, (2.54)

where, D(γ) is the fermionic displacement operator[147] defined as

D(γ) = ea†γ−γ∗a = 1 + (a†γ − γ∗a) + (a†a − 1

2
)γ∗γ, (2.55)

where a and a† are the spin step down and step-up operators such that a|1〉 = |0〉
and a†|0〉 = |1〉, respectively with the anticommutaion relation {a, a†} = 1. For any
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mode i, γi and γ∗
i are Grassmann numbers. Now, using the product formula[147]

D(αi)D(βi) = D(αi + βi)e
β∗

i αi−α∗
i βi

2 , (2.56)

and the standard result[147]

Dk(λk)|0〉k = (1 − 1

2
λ∗

kλk)|0〉k + λk|1〉k, (2.57)

and,

Dk(λk)|1〉k = −λ∗
k|0〉k + (1 +

1

2
λ∗

kλk)|1〉k, (2.58)

one obtains,

|γ〉 = exp

(

∑

i

(a†
iγi −

1

2
γ∗

1γi)

)

|0〉. (2.59)

It may be worth emphasizing that in this formula the creation operator a† stands

to the left of the Grassmann number γi . Apart from these ordering considerations,

this formula takes a form closely analogous to the one that defines bosonic coherent

states.

Fermionic coherent state provides an unambiguous description of the fermionic

states in terms of number basis. Thus any fermionic state |ψ〉 can be expressed

as[147]

|ψ〉 =
∑

{n}
c(n1, n2, .....)a

†
n1

a†
n2

....|0〉, (2.60)

which in the coherent state representation reads

〈α|ψ〉 = exp

(

−1

2

∑

n

α∗
nαn

)

×
∑

{n}
c(n1, n2, ....)α

∗
n1

α∗
n2

.....α∗
nm

. (2.61)

Here we note that the expression is devoid of any ambiguity or extra minus signs.

Since coherent states are dened in terms of bilinear forms in anticommuting variables,

there is no need to adopt a standard ordering of the modes.

2.6 Quasiprobability distribution functions

In this section, we have given a very brief description of various quasiprobability

distribution functions for both bosonic and fermionic cases.

2.6.1 P-distribution function

The Glauber-Sudarshan P−distribution function for bosons was introduced primar-

ily for the description of statistical mixtures of coherent states, which is the closest

approach within the quantum theory to the states of the electromagnetic field de-

scribed by classical theory of optics.
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The definition of the P−distribution[55] function relies on the fact that the

coherent states are not orthogonal, as we have seen and they forms an over-complete

basis so that it is possible to expand the density operator ρ as a diagonal sum over

the coherent states:

ρ =

∫

d2α|α〉〈α|P (α). (2.62)

The appeal of the P−distribution function P (α) is due to a number of reasons.

At first, from the very appearance of the Eq.(2.62), it is clear that
∫

d2αP (α) = 1

which makes P (α) to play the role of a classical probability distribution function.

Secondly, the expectation values of operators written in the normal order can be

calculated in the way that averages are calculated in the classical statistics, with

P (α) playing the role of probability distribution. Thus 〈a†paq〉 ≡
∫

d2αP (α)α∗pαq.

The most important property in this regard is that in order to define probabilities

corresponding to number states, the complete representation requires some non-zero

numbers ρn,m in addition to ρn,n, but if we take refuge to P−distribution, it offers a

way so that we get 〈α|ρ|β〉 =
∫

d2λe−
1
2
|λ−α|2e−

1
2
|λ−β|2P (λ), where we have no need for

this to vanish when α 6= β. Since e−
1
2
|λ−α|2 is not a δ−function, 〈α|ρ|α〉 6= P (α), in

classical sense. Only when P (λ) is sufficiently broad in comparison to the Gaussian

filter inside the integral, it approximately represents a probability function. Hence,

it is better to use quasi-distribution instead of distribution function for P (α).

2.6.2 Q-distribution function

Another representation that is defined in terms of the characteristic function that

gives operator averages in the antinormal order is the Q−distribution function.

The Q−distribution function Q(α, α∗) is defined as the Fourier transform of the

characteristic function for the normal ordered average χA(z, z∗) ≡ Tr(ρeizaeiz∗a†

). It

is defined formally as

Q(α, α∗) =
1

π2

∫

d2zχA(z, z∗)e−iz∗α∗

e−izα. (2.63)

The noticeable features one gets for the Q−distribution function are: (i) It de-

fines a clear correspondence to the antinormally ordered operator average such that

〈apa†p〉 =
∫

d2αQ(α, α∗)α∗pαq. (ii) The Q−distribution function has a very simple

relationship to the coherent states such Q(α, α∗) = 1
π
〈α|ρ|α〉. Thus π〈α|ρ|α〉 is the

diogonal matrix element of the density operator considered in the coherent state

basis |α〉 and hence it is directly related to the classical probability of finding the

system in the coherent state |α〉. The relation between the Q− and P−distribution

function is expressed as[55]

Q(α, α∗) =
1

π

∫

d2λe−|λ−α|2P (λ). (2.64)
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2.6.3 Wigner distribution function and non-classicality

The first quasiprobability distribution function for the electromagnetic field which

is bosonic in nature was introduced by Wigner[192], to study quantum correlations

to the classical statistical mechanics. We will designate the Wigner distribution by

W (α, α∗) .

We define the Wigner function W (α, α∗) as the Fourier transform of the sym-

metric characteristic function χs(z, z
∗) as

W (α, α∗) =
1

π2

∫

d2zχs(z, z
∗)e−iz∗α∗

e−izα, (2.65)

where, χs(z, z
∗) ≡ Tr(ρeiz∗a†+iza). It can be shown that[55, 192]

eiz∗a†+iza =
∑

n,m=0

(iz∗)n(iz)m

n!m!
(a†nam)s, (2.66)

where, (a†nam)s denotes the operator product written in symmetric order-the aver-

age of (n + m)!/(n!m!) possible orderings of n-creation and m−annihilation opera-

tors.

Wigner function can be alternatively represented[209] in terms of the quantum

jump of a system from state |x′〉 corresponding to position x′ = x − 1
2
ξ to the state

|x′′〉 corresponding to x′′ = x + 1
2
ξ through the density operator ρ as

W (x, p) =
1

2πh̄

∫ ∞

−∞
dξ exp(− i

h̄
pξ)〈x +

1

2
ξ|ρ|x − 1

2
ξ〉, (2.67)

where, p is the momentum associated with the quantum jump. The most important

property is the normalization
∫

dx
∫

dpW (x, p) = 1 which ensures that x and p

are c−numbers and not operators. Here, we discuss a remarkable property of the

Wigner function in association with the non-classicality of the quantum state. For

two field operator having densities ρ1 and ρ2 such that Tr(ρ1ρ2) = 0, the condition

is
∫

dx
∫

dpWρ1(x, p)Wρ2(x, p) = 0, which implies that either of the two Wigner

functions must take upon negative values which is evidently a signature of non-

classicality. This surprising feature makes it impossible to interpret the Wigner

function as a true probability distribution in a classical sense. Nevertheless, the

Wigner function is useful to calculate quantum mechanical expectation values[55].

We carefully state that this condition rigorously holds for two orthogonal states. We

also mention that this is closely related to the Hudson-Piquet theorem which states

that the only non-negative Wigner function is a Gaussian distribution which is true

for coherent states[56, 55]. To illustrate this feature, we consider[55] the expression

of the Wigner function W (x, p) for a harmonic oscillator number state |n〉 as

W (x, p) =
2

π

1

n!
e−2|α|2

n
∑

k=0

(−1)n−k (n!)2

(k!)2(n − k)!
|2α|2k, (2.68)
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where, α = x + ip. The Eq.(2.68) represents an ordinary, well behaved function but

it clearly violates one of the conditions required of a probability distribution i.e., it

need not to be positive. This feature is clearly revealed in Fig.(2.3).
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Figure 2.3: 3D plots of the Wigner function W (x, p) for harmonic oscillator Fock
states |n〉.Fig(a) shows the plot for n = 0, Fig(b) shows for n = 1, whereas Fig(c)
and Fig(d) shows the plot for n = 2 and n = 4 respectively. Here, we can clearly
see that for n 6= 0 the Wigner function W (x, p) assumes negative value in the phase
space indicating signatures of non-classicality.

2.6.4 Wigner function matrix

Wigner function matrix[178] is the extended form of Wigner function to describe

the composite system including the electronic degrees of freedom. As the Wigner

function is defined for the vibrational degrees of freedom, it cannot describe the

entangled electronic motion of a system (molecule) with the vibrational motion. In

this context Wigner function matrix is useful for the complete description of the

entangled motion[178]. By appropriate measuring techniques[210, 211, 212, 213] the

Wigner function matrix can be an index of quantum interference and one can realize

the quantum state of a given system. The Wigner function matrix for a superposed

state can be expressed as[178],



30

Wij(x, p) =
2

π
Tr

[

ρ|j〉〈i|D̂(α)(−1)a†aD̂†(α)
]

, (2.69)

where, D̂(α) is the Glauber’s displacement operator and the electronic flip operator

|j〉〈i| gives rise to transition from state |i〉 to state |j〉. When the total density oper-

ator is expressed as the product of the electronic and vibrational density operators

as ρ = ρel ⊗ ρvib, then all of the Wigner function matrix elements become identical

in shape irrespective to the electronic indices i, j. They are solely determined by the

vibrational Wigner function W (x, p) with the electronic density matrix elements

being simple weighting factors. Hence in specific cases, the electronic-vibrational

entanglement can be detected by inspecting The Wigner function matrix.

For illustration, we give the expressions of Wigner function matrix elements

for an entangled state called the Schrodinger-cat states[74, 214]. It is a quantum

superposition of two coherent states, | ± α〉 with amplitudes α and −α, entangled

with the upper and lower electronic states, respectively, expressed as

|ψ〉 =
1√
2

(|α〉|2〉 − | − α〉|1〉) . (2.70)

The explicit expressions of the Wigner function matrix elements are[178]

W11(β) =
1

π
exp(−2|α + β|2), (2.71)

W22(β) =
1

π
exp(−2|β − α|2), (2.72)

W12(β) = − 1

π
exp(−2|β|2) exp(−2(αβ∗ − α∗β)). (2.73)

For an entangled state, the Wigner function matrix elements are generally of different

shape for different electronic indices as expressed in the above equations for the

entangled cat state. On the other hand, for a state that can be written as a direct

product state, say, of electronic and vibrational degrees of freedom containing no

entanglement, the Wigner function matrix elements look all the same independent

of the electronic indices. Hence in suitable cases the Wigner function matrix can be

an indicator of vibronic entanglement.

Here we will give the detailed derivation of W12(β). Other elements are derived

similarly. The total density operator is ρ and we take the trace in Eq.(2.69)(with

i = 1, j = 2) over the vibrational degrees of freedom in the number state (|n〉) basis

and also trace over the electronic degrees of freedom. An important relation which

is required in this regard is the matrix element of the displacement operator D(α)

in the number state basis. They are given by

Dmn(α) = exp(−|α|2/2)(α)m−n

(

n!

m!

)1/2

Lm−n
n (|α|2), (2.74)
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where Lm−n
n (|α|2) denotes the associated Laguerre polynomial with m,n being pos-

itive integers including zero. The next relation one should know the expressions

for the summations containing products of the associated Laguerre polynomials. A

general expression is provided as[215],

∞
∑

k1=0

∞
∑

k2=0

...
∞

∑

kp−1=0

Ak1
2 Ak2

3 ...Akp−1
p Lm−k1

k1
(χ1)L

k1−k2
k2

(χ2)...L
kp−2−kp−1

kp−1
(χp−1)L

kp−1−kn
n (χp)

=
An

p

Am
1

(

p
∑

i=1

Ai

)m−n

exp

[

−
p−1
∑

l=1

χl

Al

p
∑

i=l+1

Ai

]

×Lm−n
n

[

p
∑

j=1

χj +

p−1
∑

l=1

χl+1

Al+1

l
∑

i=1

Ai +

p−1
∑

l=1

χl

Al

p
∑

i=l+1

Ai

]

, (2.75)

where, Aj =
∏j

i=1 Ai and Ai and χi are independent and, in general, complex. For

the calculation of the Wigner function matrix elements, we need the case of p = 2

of the above expression as given below

∞
∑

k1=0

Ak2
2 Lm−k1

k1
(χ1)L

k1−n
n (χ2) = Am

2

(

1 + A2

A2

)m−n

e−χ2A2Lm−n
n

[

χ1 + χ2 + χ1A1 +
χ2

A2

]

.

(2.76)

For n = 0, we get
∞

∑

k1=0

Ak1
2 Lm−k1

k1
(χ1) = (1 + A2)

me−χ1A2 . (2.77)

Now we return to the calculation of W12(β) for the entangled Schrodinger-cat state

given in Eq.(2.70). Taking the trace in Eq.(2.69) we obtain

W12(β) = − 1

π

∞
∑

m=1

〈m| − α〉〈α|D(β)(−1)a†aD(−β)|m〉

=
1

π
e−|α|2

∑

m,n

(−α)m

√
m!

(α∗)n

√
n!

∑

k

(−1)kDnk(β)Dkm(−β)

= − 1

π
e−(|α|2+|β|2)

P

m,n(−α)m (α∗)n

n!
βn−m(−1)m

∑

k

Ln−k
k (|β|2)Lk−m

m (|β|2)

= − 1

π
e−(|α|2+2|β|2)

∑

n

(2α∗β)n

n!

∑

m

(

α

2β

)m

Ln−m
m (4|β|2)

= − 1

π
e−(|α|2+2|β|2)

∑

n

(2α∗β)n

n!

(

1 +
α

2β

)n

e−2αβ∗

= − 1

π
exp(−2|β|2) exp(−2(αβ∗ − α∗β)). (2.78)
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The second step of the above derivation follows from Eq.(2.45) keeping in mind

that 〈n|α〉 = exp(−|α|2/2) αn√
n!

. The third step uses Eq.(2.74). The fourth and fifth

steps use Eq.(2.76) and Eq.(2.77), respectively. The final step follows from simple

algebra.

2.6.5 Fermionic quasiprobability distribution functions

For fermionic systems, the s−ordered characteristic function χ(ξ, s) is defined[147]

as

χ(ξ, s) = χ(ξ) exp

(

s

2

∑

n

ξ∗nξn

)

, (2.79)

where, the characteristic function χ(ξ) = Tr
[

ρ exp
(
∑

n ξna
†
n − anξ∗n

)]

is the Fourier

transform of the density operator ρ and ξn and ξ∗n are Grassmann numbers corre-

sponding to the n−th fermion. Incidentally, χ(ξ, s) is an even function having even

parity such that

χ(−ξ, s) = χ(ξ, s). (2.80)

Here, a little digression regrading the ordering parameter s following Ref.[147] is

helpful for further understanding. s is a real ordering parameter that runs from −1

for antinormal ordering to 1 for normal ordering. s = 0 refers to the symmetrically

ordered product of the operator.

The s−ordered quasiprobability distribution W (α, s) is the Fourier transform of

the function χ(ξ, s) as

W (α, s) =

∫

d2ξχ(ξ, s) exp (αnξ
∗
n − ξnα∗

n) . (2.81)

As density operators ρ must be physical operators, W (α, s) is also an even function

of even parity like χ(ξ, s). For s = −1, we have

W (α,−1) =

∫

d2βδ(α − β)〈β|ρ| − β〉 = 〈α|ρ| − α〉, (2.82)

where, we have used the relation

δ(ξ − ζ) ≡
∫

d2α exp

(

∑

n

[αn(ξ∗n − ζ∗
n) − (ξn − ζn)α∗

n]

)

. (2.83)

From the Eq.(2.82), we get the fermionic analog of the Q−distribution function.

It is therefore, the weight function that gives the mean values of the antinormally

ordered products of creation and annihilation operators in terms of integrals of the

corresponding products of Grassmann numbers.

The fermionic analog of the P−distribution function is nothing but W (α, 1)

which is formally defined[147] as

ρ =

∫

d2αP (α)|α〉〈−α|. (2.84)
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The significance of the fermionic P−distribution lies in the fact that it can be is

formally used to compute average values for the normally ordered product.

2.7 Glauber-Lachs state

In this section, we briefly describe the main features of thermocoherent state of

Glauber and Lachs[99]. A thermocoherent state for a bosonic field is a superposi-

tion of the thermal and coherent states. The construction of the density operator

corresponding to bosonic thermocoherent state involves linear superposition of the

thermal and coherent state P−distribution functions.

For a thermal state[119] the diagonal density matrix element comes out as

ρth
nn =

n̄n
T

(n̄T + 1)n+1
, (2.85)

where n̄T is the average thermal occupation number given by the Bose-Einstein

distribution function

n̄T =
1

e
h̄ω
KT − 1

, (2.86)

and the corresponding quasiprobability function for thermal state is given by

P (α)th =
1

πn̄T

exp(−|α|2
n̄T

), (2.87)

with ω being the frequency of the respective mode.

Construction of a bosonic thermocoherent state or Glauber-Lachs(GL)-state[99,

216] involves the superposition of the thermal as well as coherent field by using the

formula

P (α) =

∫

P1(α
′)P2(α − α′)d2α′. (2.88)

The expression for the P−distribution of a single mode bosonic thermocoherent field

is given by

P (α) =
1

πn̄B
T

exp(−|α − β|2
n̄T

). (2.89)

The resultant expression for the P−distribution of a single mode bosonic thermo-

coherent state is given by

P (α)GL =
1

πn̄T

exp(−|α − β|2
n̄T

), (2.90)

along with the probability of the photon number distribution as[99, 216, 217]:

ρGL
nn = 〈n|ρGL|n〉 =

n̄n
T

(1 + n̄T )1+n
exp

(

− n̄c

1 + n̄T

)

Ln

(

− n̄c

n̄T (n̄T + 1)

)

, (2.91)
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where, n̄T and n̄c are the thermal-average and coherent-average population, respec-

tively and Ln is the Laguerre polynomial[215, 218] expressed as:

Ln(x) =
n

∑

i=0

(−x)i n!

(i!)2(n − i)!
. (2.92)

The mean and variance of the average photon number distribution has also been

calculated[119], respectively as

n̄ = n̄T + n̄c, (2.93)

and

σ2
n = 2n̄T n̄c + n̄c + n̄T + n̄2

T , (2.94)

where n̄c = |α|2, the coherent photon population.

Glauber-Lachs(GL)[119, 217, 219] photon distribution of a single mode field in-

terpolates between the Poissonian and thermal distributions. When the coherent-

average excitation number n̄c vanishes, the distribution becomes a thermal one, i.e,

lim
n̄c→0

ρGL
nn =

n̄n
T

(1 + n̄T )n+1
. (2.95)

Similarly when the thermal-average excitation number, n̄T vanishes the distribution

becomes Poissonian, i.e,

lim
n̄T→0

ρGL
nn = e−n̄c

n̄n
c

n!
. (2.96)

GL state[219] can be obtained if an external Gaussian pulse of light excites a cavity

mode initially in a thermal distribution and then a thermalization takes place before

considering the mode exchanges its energy with other system. In the appropriate

limits, i.e, for coherent state, n̄T = 0, the variance becomes, σ2
n = n̄c and for thermal

states, n̄c = 0, the variance becomes σ2
n = n̄T (n̄T + 1). In Equation (2.94), the first

term shows the combined effect from the thermal as well as coherent field, while

that of the third and fourth term, arise solely due to thermal field.

2.8 Electron transport

When a quantum system is coupled to two electron leads with different electrochem-

ical potential, the electrons will flow through the system in response to the potential

difference and a current can be measured for the mesoscopic structure of interest.

This section is dedicated to give a very brief overview of the Landauer-Buttiker

formula for current associated with the electron transport and also the transport in

the Coulomb-Blockade regime. But at first, we have provided a very brief discussion

regarding quantum electron transport in general through.

To illustrate, we consider a small device which is a quantum system comprising

of only one energy level in the range of interest. The maximum conductance of the



35

channel is related to the charge of an electron and Planck’s constant: G0 = e2

h
=

38.7µS. Actually, small channels typically consists of two levels (one for up spin

and one for down spin) at the same energy (degenerate levels) making the maxi-

mum conductance equal to G = 2G0. This is known as quantum of conductance.

It is here carefully noted that the conductance quantum does not mean that the

conductance of any system must be an integer multiple of G. Instead, it describes

the conductance of two quantum channels (one channel for spin-up and one channel

for spin-down). If the probability for transmitting an electron that enters the chan-

nel is unity, then transport through the channel is ballistic. The term specifically

means that the electron transport is devoid of any scattering. On the other hand, if

the transmission probability is less than unity, then the conductance of the channel

is less than the requisite value. The total conductance of a system thus is equal

to the sum of the conductances of all the parallel quantum channels that make up

the system[6]. In this regard, one can recall the Landauer formula[5] as G = 2e2

h
T ,

Figure 2.4: Schematic presentation of a system where electron transport in con-
sidered through a 1-dimensional channel. The source and sink electron leads are
different in respect to the electrochemical potentials.

where T is the transmission probability. It can be shown that at finite temperature,

the conductance formula assumes the expression

G(EF , T ) =
2e2

h

∑

n

f(En − EF ), (2.97)

where, f(EF ) =
[

exp
(

E−EF

KT

)

+ 1
]−1

is the Fermi-Dirac distribution function. This

formula is not strictly valid to consider molecular conductances. Molecular con-

ductance is largely dependent on the surrounding conditions (e.g., pH, tempera-

ture, pressure), as well as the properties of molecule including electron-electron and
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electron-nuclear coupling parameters. In the context, of the present thesis as we have

primarily considered the molecular electronic transport problem, as an overview we

have given a brief discussion of the Landauer-Buttiker formalism which is explicitly

considered in the Chapter-5 and the Coulomb-Blockade system whose effect in terms

of vibrational modes of the molecular system is considered in the Chapter-6.

2.8.1 Landauer-Buttiker formalism

The flow of current is traditionally considered in terms of the scattering approach,

which is also known as Landauer approach. Here, the transport properties of the

system are related to its scattering properties, which are assumed to be known from

quantum mechanical calculations. In its traditional form, the method is applicable

to non-interacting systems in the stationary regime[220]. The derivation we give

here essentially follows from Refs.[5, 96, 221].

Figure 2.5: Schematic presentation of a system where electron transport in consid-
ered as 2-terminal scattering problem. The source and sink electron leads serve as
source for input and output noise.

We consider a system connected to reservoirs to be referred to a s ”left”(L) and

”right”(R) and characterized by a temperature TL,R. The distribution functions of

electrons in the reservoirs are Fermi distribution functions

fα(E) =

(

exp

[

(E − µα)

KTα

]

+ 1

)−1

, {α = L,R}. (2.98)

We consider that the reservoirs(the leads) to be wide enough in comparison to the

typical cross-section of the system. The electrons entering and leaving the systems

occur through uncorrelated events and the process is thus irreversible although the

dynamics is described in terms of Hamiltonian. The average current is thus expressed

in terms of the input current proportional to 〈R̃†
in(t)R̃in(t)〉 and the output current

proportional to 〈R̃†
out(t)R̃out(t)〉, where R̃in/out and L̃in/out are the corresponding
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noise operators for the right and left electron reservoirs and in the interaction picture

they are expressed as

R̃in(t) = −
∑

j

ξje
−iω

(R)
j tcj(0), (2.99)

R̃out(t) = −
∑

j

ξje
−iω

(R)
j (t−tf )cj(tf ), (2.100)

with, ω
(R)
j is the frequency corresponding to the j-th mode of the right electron lead,

cj is the annihilation operator for the right lead and ξj is the tunneling of electrons

to or from the system. Now, we define the scattering matrix S̄ to relate the input

and output noise operators[221] as

(

L̃out(ω)

R̃out(ω)

)

= S̄

(

L̃in(ω)

R̃in(ω)

)

, (2.101)

where,

S̄ =
2

γR + γL − 2iω

(

γL−γR

2
− iω γL

γR −γL−γR

2
+ iω

)

, (2.102)

and

L̃in/out(ω) =

∫ ∞

−∞
eiωtL̃in/out(t)dt (2.103)

R̃in/out(ω) =

∫ ∞

−∞
eiωtR̃in/out(t)dt. (2.104)

The Fourier transform of the average current thus comes out as

〈ÎR(ω)〉 =
1

γR

∫ ∞

−∞

dω′

2π
[〈R̃†

out(ω
′)R̃out(ω

′ + ω)〉 − 〈R̃†
in(ω)R̃in(ω′ + ω)〉]. (2.105)

Noting that 〈R̃†
in(ω)R̃in(ω + ω′)〉 = 0 and 〈L̃†

in(ω)L̃in(ω′ + ω)〉 = 2πγLδ(ω), one

obtains the Landauer-Buttiker formula of the average current[96, 221]

〈ÎR〉 =

∫ ∞

−∞

dω′

2π

γLγR

(γL+γR

2
)2 + ω′ =

γLγR

γL + γR

. (2.106)

2.8.2 Coulomb Blockade

The term Coulomb Blockade is used to describe phenomena which show a blockage

of transport through a system due to the electrostatic effects. The phenomena

of Coulomb blockade can be observed by reducing the dimension of a conducting

device. When the device is small enough, electrons inside the device will create

a strong Coulomb repulsion preventing other electrons to flow. Thus, the device

will no longer follow Ohm’s law and the current-voltage relation of the Coulomb

blockade looks like a staircase[6]. Even when Coulomb blockade can be used to
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demonstrate the quantization of the electric charge, it remains a classical effect

and its main description does not require quantum mechanics. However, when few

electrons are involved and an external static magnetic field is applied, Coulomb

blockade provides the testing ground for a spin blockade (also called Pauli blockade)

and valley blockade, which include quantum mechanical effects due to spin-orbital

interactions respectively between the electrons.

To exemplify, we consider four multi-electron states which we can designate as

00, 01, 10, and 11. In the neutral state, the system is in either the (10) or the (01)

state whose total energy is defined as

E(10) = E(01) ≡ E0. (2.107)

The electron-electron interaction energy of a collection of N− electrons is propor-

Figure 2.6: Schematic presentation of multi-electron energy levels present in a system
between source and sink electron leads

tional to the number of distinct electron pairs. As the number of electron pairs that

can be considered from N -electrons is N(N − 1)/2, the electron-electron interaction

Uee is expressed as,

Uee = Uee(N) =
U0

2
N(N − 1), (2.108)

where, U0 is the average interaction energy per pair. U0 is similar in notion to the

single -electron charging energy which can be quiet significant even in nanostructures

and is comparable to the thermal energy. The one-electron energy levels ǫ can

be expressed as the sum of the ”bare” levels ǫ̃, which is obtained by solving the

Schrodinger equation with just the nuclear potential and the self-consistent potential
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[

∂Uee

∂N

]

N=N0
, such that

ǫ = ǫ̃ +

[

∂Uee

∂N

]

N=N0

= ǫ̃ + U0N0 − (U0/2). (2.109)

If N0 be the number of electrons present in the neutral state corresponding to have

one of the states 10 or 01 filled, which for the present case happens to have the value

N0 = 1. The energy for any one-electron gets its expression as follows

E(11) = E0 + ǫ̃ + Uee(N0 + 1) − Uee(N0) = E0 + ǫ +
U0

2
, (2.110)

E(00) = E0 − ǫ̃ − Uee(N0) + Uee(N0 + 1) = E0 − ǫ +
U0

2
. (2.111)

In this picture, the overall system has different probabilities in one of the multi-

electron states and thus the conservation equation reads as

1 = P00 + P01 + P10 + P11. (2.112)

One can now calculate the individual probabilities by noting that the system con-

tinually shuffles among these states under the steady state condition so that there

must be no net flow into or out of any state. If the corresponding rate constants are

known, then one can express the balance equations as[6]

R(00→01)P00 = R(01→00)P01, (2.113)

R(10→00)P10 = R(00→10)P00. (2.114)

R(11→01)P11 = R(01→11)P01, (2.115)

where, Rα→β are the respective rate constant for jump from α-state to the β state,

having dimension equal to the inverse time. Thus if γ1 and γ2 are quantities having

dimensions of energy corresponding to the flow of electron from the system from the

source and into the sink electron reservoirs respectively, then the rate constants are

explicitly expressed as

R(00→01) =
γ1

h̄
f

′

1 +
γ2

h̄
f

′

2, (2.116)

R(01→00) =
γ1

h̄
(1 − f

′

1) +
γ2

h̄
(1 − f

′

2), (2.117)

R(01→11) =
γ1

h̄
f

′′

1 +
γ2

h̄
f

′′

2 , (2.118)

R(11→01) =
γ1

h̄
(1 − f

′′

1 ) +
γ2

h̄
(1 − f

′′

2 ), (2.119)

where, f
′

r = f0(ǫ1−µr) and f
′′

r = f0(ǫ2−µr) are the respective Fermi-Dirac distribu-

tion functions, with {r = 1, 2} and µ1 and µ2 are corresponding chemical potentials

of the source and sink electron reservoirs respectively. Using these rate constants,
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one can arrive at the following balance equations

P10

P00

=
P01

P00

=
γ1

h̄
f

′

1 + γ2

h̄
f

′

2
γ1

h̄
(1 − f

′

1) + γ2

h̄
(1 − f

′

2)
, (2.120)

P11

P10

=
P11

P01

=
γ1

h̄
f

′′

1 + γ2

h̄
f

′′

2
γ1

h̄
(1 − f

′′

1 ) + γ2

h̄
(1 − f

′′

2 )
. (2.121)

Once, we have solved the master equation for the individual probabilities, the source

current can be calculated from the relation

I = −e
∑

β

(±)R1(α → β)Pα, (2.122)

where, −e is the electronic charge, (+) sign refers to the case where β has one more

electron than α and (−) sign refers to the case when β has one electron less than

α, and R1 is the part of the total transition rate associated with the source contact.

After a straightforward algebra, one arrives at the explicit form of current as

I =
(

− e

h̄

)

[2γ1f
′

1P00 − γ1(1 − f
′

1)(P01 + P10)

+γ1f
′′

1 (P01 + P10) − 2γ1(1 − f
′′

1 )P11]. (2.123)

2.9 Non-adiabatic processes and dimeric interac-

tion

In this section of the overview, we have discussed the basic ideas of non-adiabatic

process in the context of electron-vibration entangled states and conical intersection.

For nonadiabatic exciton-vibrational interaction in the dimer aggregate model,

the electronic basis consists of two-diabatic electronic states. These states can rep-

resent the excitonic states of two conjugated polymer chains with the exciton being

on one chain or the other[151]. The localized exciton on each chain is taken to be

coupled with a single vibrational mode of the chain with dimensionless normal mode

coordinates denoted by Xi(i = 1, 2). The diabatic potential energy (PE) surfaces

can be described using a single dimensionless normal coordinate X, constructed from

the individual normal mode coordinates as X = 1√
2
(X1 − X2). Here the antisym-

metric combination of the coordinates actually couples the excited state diabatic

Potential energy surfaces which are given as displaced harmonic oscillators[151]

U1 = h̄ω(X + x0)
2, U2 = h̄ω(X − x0)

2 (2.124)

with the harmonic frequency ω and excited state displacements x0 being taken equal

for identical chains: X = 0 is the equilibrium geometry of the ground electronic
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Figure 2.7: Diabatic(solid lines) and adiabatic(dashed lines) potential energy sur-
faces of the vibronic states of the interchain aggregate plotted as a function of the
interchain coordinate, X. Here, the vertical axis represents scaled energy E/h̄ω.

state. Following the Ref.[151], we write the adiabatic PE surfaces of the molecular

dimer as

U± =
1

2

[

(U1 + U2) ±
√

(U1 − U2)2 + 4V 2
]

. (2.125)

Here V is the interaction between the monomer units that mitigates the exciton

transfer. If V is taken to be independent of the nuclear coordinates then the adia-

batic PE surfaces can not cross for nonzero interchain coupling as shown in Fig.(2.7)

along with the diabatic PE surfaces. These are actually PE curves as we are consid-

ering a single aggregate coordinate, X. The energy splitting between the adiabatic

PE surfaces ∆ = 2|V | is the Davydov splitting of a molecular dimer[151].

Next, we consider a rotational degree of freedom representing the torsional mo-

tion of one monomer unit(one polymer chain) with respect to the other for the

modeling of positional disorder found in these compounds. We take the interchain

coupling to be a function of the torsional coordinate, φ as V = V (φ). As a sim-

ple approximation V (φ) is taken as the point dipole-point dipole interaction of the

transition dipoles of the two chain-units. Assuming that the transition dipoles of

each chain lie parallel to the long chain axis, φ can be taken as the angle between

the dipoles which is equivalent to the torsion or dihedral angle between the chains.

Now the adiabatic PE surfaces given in Eq.(2.125) become U± = U±(X,φ). The two-

dimensional nuclear coordinate space now opens the possibility of the intersection of

the two adiabatic PE surfaces as discussed in the context of conical intersection(CI)

of the molecular PE surfaces in Chapter-7. For example, if we take a co-facial

arrangement of the interacting chain-units with parallel transition dipoles, then

V (φ) ∝ cos φ then a CI of the adiabatic PE surfaces is present at X = 0, φ = 900.



Chapter 3

Decoherence without dissipation
due to fermionic bath

In this chapter, we have presented an exact solution of a model of a harmonic

oscillator coupled to a fermionic environment via a quantum non-demolition type

of interaction, which is based based on the formalism of fermionic coherent state of

Cahil and Glauber[147]. The model is further utilized to analyze the quantum phase

diffusion and linear entropy dynamics in the context of antibunching property of

fermionic quantum noise. The rest of the chapter is organised as follows: After giving

a short introduction in Section 3.1, in the Section 3.2, we provide an exact analytical

solution of the model consisting of a system coupled with fermionic reservoir via

QND type of interaction. In the next section, we have applied the theory developed

to study the phase distribution pattern and compared our result with traditional

bosonic bath case. In Section 3.4, we show the temperature dependence of the time

evolution of linear entropy to probe the decoherence behaviour. In Section 3.5, we

establish the parallelism between an effective Hamiltonian approach with that of our

theory developed in Section 3.2. Finally, the chapter is concluded in Section 3.6.

3.1 Introduction

In the paradigm of decoherence and quantum-to-classical transition[133, 134, 135],

regarding the study of quantum open system starting from the Feynmann-Vernon

theory[53] which was later popularized by Caldiera and Leggett[54] as quantum

Brownian motion, the environment is considered as a collection of a very large num-

ber of non-interacting harmonic oscillators. This bosonic description of environ-

mental modes is a natural realisation of most of the open systems that occur with

decoherence and dissipation which is evidenced by a large body of literature[55,

57, 58, 75]. A renewed interest in this respect is to study the system-reservoir

coupling where no dissipation of energy takes place. This is possible when a sys-

tem interacts with its environment via Quantum non-demolition(QND) type of

42
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interaction[59, 60, 61, 62]. In this chapter we have studied decoherence from the

system-reservoir model where the quantum system is coupled to a fermionic en-

vironment instead of a bosonic one. Fermionic environment serves as a theoretical

realisation of a bath consisting of two-level systems corresponding to localised modes

such as defects, impurities, nuclear and paramagnetic spins [63, 64]. However, the

dissipation along with decoherence happens to remain as an integral part of the

problem. This stimulates us to propose an exact analytical solution for a model to

describe the coherent dynamics of a quantum system interacting with a fermionic

reservoir via QND type interaction where no dissipation of energy is taking place.

In this chapter, we have addressed some specific issues regarding dissipationless

decoherence model involving the fermionic reservoir. The primary one is to draw an

analogy with the dynamics of boson bath case where we have used the close similar-

ity between Ref.[119] and that of Ref.[147] using Grassmann algebra. This is done

by providing an exact analytical solution of the reduced density operator for a linear

harmonic oscillator coupled to a fermionic reservoir via QND type of coupling. Next

we have deduced the dynamics of phase distribution function and also the linear en-

tropy. Finally, in this chapter, we have shown how system-bath dynamics developed

can be cast in an equivalent form of a stochastically modulated quantum system by

an effective Hamiltonian approach. This corresponds to a fermionic version of the

quantum Kubo oscillator.

To put our work in a proper perspective, let us consider a system coupled to

infinite number of spin-1
2

fermions with characteristic frequencies ωk. The total

Hamiltonian HT can then be expressed as:

HT = Hs +
∑

k

h̄ωkc
k
+ck

− + Hs

∑

k

(ck
+gk + g∗

kc
k
−). (3.1)

Here, Hs is the system Hamiltonian. The second term is the reservoir Hamiltonian

HR, with the fermions following anticommutation rule {cl
+, cm

−}+ = δlm and the

following algebra:

ck
+ck

+ = ck
−ck

− = 0 (3.2)

[ck
+, ck

+ck
−] = −ck

+ (3.3)

[ck
−, ck

+ck
−] = ck

−. (3.4)

The third term in Eq.(3.1) is the interaction Hamiltonian Hint of QND type, con-

structed such that [Hs, Hint] = 0 implying that Hint is a constant of motion gener-

ated by Hs. gk and g∗
k are dimensionless interaction coefficients obeying Grassmann

algebra. The Grassmann variables satisfy convenient relations like[205]:

{gi, gj}+ = 0 (3.5)

{g∗
i , gj}+ = 0 (3.6)



44

{g∗
i , g

∗
j}+ = 0. (3.7)

We also assume[147] that

{gk, c
k
−}+ = 0. (3.8)

Following similar line of treatment as Tameshtit and Sipe[60] which was originally

proposed for bosonic bath case, we arrive at

dρ

dt
= − i

h̄
[Hs, ρ] − cBM(HsHsρ − 2HsρHs + ρHsHs) (3.9)

with

cBM =
γ0h̄ω0

4KT
(3.10)

where

γ0 = Ltω→02πg∗(ω)g(ω)I(ω). (3.11)

Here, I(ω) is the spectral density of the bath and we have introduced a high

temperature limit along with Born-Markov approximation keeping in mind that

n̄(ω) ≃ n̄(ω0). The inverse temperature dependence at finite temperature in com-

parison to bosonic bath in the Born-Markov limit is an important new feature here.

3.2 Decoherence of a quantum system coupled to

a fermionic bath

In this section, we have provided an exact solution of the reduced density operator

for an arbitrary system. Using the solution we have derived from a master equation,

we have deduced the concomitant survival probability for a harmonic oscillator.

3.2.1 Exact solution

The total Hamilitonian HT for the system, bath and the interaction can be re-written

[see Eq.(3.1)] as:

HT = Hs +
∑

k

h̄ωkc
k
+ck

− + Hs

∑

k

(ck
+gk + g∗

kc
k
−) + H2

s

∑

k

g∗
kgk

h̄ωk

. (3.12)

However, it is to be noted that the last term on the right hand side of Eq.(3.12)

has been added as a counter term in order to make HT invariant under the unitary

transformation defined by

U = e
Hs

P

k

(ck
−g∗k−gkck

+)

h̄ωk , (3.13)

and it is evident that

UHT U−1 = Hs +
∑

k

h̄ωkc
k
+ck

−. (3.14)
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A formal solution of Liouville equation can be expressed as

ρ(t) = e
−iHT t

h̄ ρ(0)e
iHT t

h̄ , (3.15)

where, ρ(0) is the initial joint system-bath density operator and ρ(t) is the same at

any time t. Furthermore, we assume that

ρ(0) = ρs(0)ρB(0), (3.16)

where, ρs is the reduced density operator for system and ρB(0) is the equilibrium

bath density expressed as

ρB(0) =
e−

P

k βh̄ωkck
+ck

−

TrBe−
P

k βh̄ωkck
+ck

−

. (3.17)

The matrix element in the system space can now be expressed as

ρnm =
∑

i,j

〈n|e−
itHT

h̄ |i〉ρs
ij(0)ρB(0)〈j|e

itHT
h̄ |m〉. (3.18)

Taking trace over the reservoir variables, we obtain

ρs
nm(t) = e−

it
h̄

(En−Em)e
− it

h̄
(E2

n−E2
m)

P g∗kgk
h̄ωk TrB(ρB(0)e

itHm
h̄ e−

itHn
h̄ )ρs

nm(0), (3.19)

where,

Hn =
∑

k

{h̄ωkc
k
+ck

− + En(ck
+gk + g∗

kc
k
−)} ≡

∑

k

H(k)
n . (3.20)

To simplify the above expression, we define

H(k)
n = h̄ωkS

k(n)
+ S

k(n)
− − E2

ng
∗
kgk

h̄ωk

, (3.21)

where,

S
k(n)
+ = ck

+ +
Eng

∗
k

h̄ωk

, (3.22)

and

S
k(n)
− = ck

− +
Engk

h̄ωk

. (3.23)

S
k(n)
+ and S

k(n)
− can be re-expressed as

S
k(n)
+ = D†(µ(n))ck

+D(µ(n)), (3.24)

and

S
k(n)
− = D†(µ(n))ck

−D(µ(n)), (3.25)

where, µ
(n)
i = Engk

h̄ωk
, with µ(n) ≡ {µ(n)

i } and fermionic displacement operator[147]

D(µ(n)) =
∏

i e
(ci

+µ
(n)
i −µ

∗(n)
i ci

−) ≡
∏

i Di(µ
(n)
i ). Therefore, one can write

e
itH

(k)
m

h̄ = e
− itE2

mg∗kgk
h̄2ωk D†(µ(m))eitωkck

+ck
−D(µ(m)). (3.26)
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We now introduce a property, whose derivation is shown in the Appendix,

eixck
+ck

−D(µ) =
∏

i6=k

e(ci
+µi−µ∗

i ci
−){e(ck

+µkeix−µ∗
kck

−e−ix)}eixck
+ck

− . (3.27)

Again noting that,

Di(αi)Di(βi) = Di(αi + βi)e
β∗

i αi−α∗
i βi

2 , (3.28)

we obtain,

e
itH

(k)
m

h̄ = e
− itE2

m
h̄2ωk

g∗kgk
Dk(µ

(m)
k (eitωk − 1))eiµ

∗(m)
k µ

(m)
k sin(ωkt)eitωkck

+ck
− . (3.29)

Therefore, one can write

e
itH

(k)
m

h̄ e−
itH

(k)
n

h̄ = e
it(E2

n−E2
m)g∗kgk

h̄2ωk e
ig∗kgk(E2

m−E2
n) sin(ωkt)

h̄2ω2
k Dk(λk), (3.30)

where,

λk = (Em − En)
gk

h̄ωk

(eitωk − 1), (3.31)

and we have used the standard result[147]

Dk(λk)|0〉k =

(

1 − 1

2
λ∗

kλk

)

|0〉k + λk|1〉k, (3.32)

and,

Dk(λk)|1〉k = −λ∗
k|0〉k +

(

1 +
1

2
λ∗

kλk

)

|1〉k. (3.33)

Hence, we have the final solution as follows:

ρs
nm(t) = e−

it(En−Em)
h̄ ei(E2

n−E2
m)η(t)e−(En−Em)2γ(t)ρs

nm(0), (3.34)

where,

η(t) = −
∑

k

g∗
kgk

h̄2ω2
k

sin(ωkt), (3.35)

and,

γ(t) = 2
∑

k

g∗
kgk

h̄2ω2
k

sin2

(

ωkt

2

)

(1 − 2n̄k). (3.36)

The temperature dependence in γ(t) comes from the term n̄k, which can be identified

as the Fermi-Dirac distribution function denoting the average thermal excitation

number of the bath. The quantity n̄k is defined as

n̄k =
1

e
h̄ωk
KT + 1

, (3.37)

and,

2n̄k − 1 = − tanh

(

h̄ωk

2KT

)

. (3.38)
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We now assume the that the bath modes are continuously distributed with a spec-

tral density J(ω), so that for an arbitrary function f(ω), we can have the continuum

limit as
∑

k

g∗
kgk

h̄2 f(ωk) −→
∫ ∞

0

dωJ(ω)f(ω). (3.39)

For a typical choice of Lorentzian distribution of frequency[139], the spectral density

J(ω) assumes the form

J(ω) =
γ0

π

1

1 + τ 2
c ω2

(3.40)

where, γ0 is strength of the quantum noise and τc is the bath correlation time.

One can now find the master equation equivalent to Eq.(3.34) as

ρ̇s(t) = − i

h̄
[Hs, ρ

s] + iη̇(t)[HsHs, ρ
s] − γ̇(t)(HsHsρ

s − 2Hsρ
sHs + ρsHsHs). (3.41)

We discuss the implications of these results for the Lorentzian bath. Exact expres-

sions for γ(t) and γ̇(t) cannot be obtained analytically for all times and at arbitrary

temperature and thus we perform numerical integration. However, analytical expres-

sions can be obtained if we consider the the usual approximation of n̄(ω) ≃ n̄(ω0)

to make life simple which can however be improved by Taylor series expansion of

n̄(ω) around ω0. Within this framework, one can write

γ̇(t) =
γ0

2
tanh

(

h̄ω0

2KT

)

(1 − e−
t

τc ). (3.42)

At high temperature, we replace tanh( h̄ωk

2KT
) by h̄ωk

2KT
. Now, in this temperature limit,

in a similar spirit as that of Kubo[198] we can investigate two cases. For (a) t
τc

≫ 1,

so that in this limit γ̇(t) assumes the Born-Markov(BM) value

γ̇(t) = cBM =
h̄ω0γ0

4KT
(3.43)

as given in the Sec.3.1.

(b) When t
τc

≪ 1, γ̇(t) assumes the slow-modulation(SM) limiting value which

can be written as

γ̇(t) = cSM =
h̄ω0γ0

4KT

t

τc

. (3.44)

It is to be noted that the above results do not depend on the structure of the

system Hamiltonian unlike the quantum Brownian motion case corresponding to

non-diagonal coupling with the reservoir. Inspite of the marked difference, the re-

sults came in a similar form as that of the boson bath case[61]. This feature is a

remarkable manifestation of the anticommuting Grassmann variables of the interac-

tion coefficients.
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3.2.2 Survival probability

In order to probe the dynamics of decoherence behaviour, we calculate the survival

probability in the special case when Hs represents the Hamiltonian for a Harmonic

oscillator with En = (n + 1
2
)h̄ω0. The survival probability, P (t) = Tr(ρs(0)ρs(t)),

which is a measure of coherence can be expressed as

P (t) =
∑

m,n

|ρs
m,n(0)|2e−it(n−m)ω0eih̄2ω2

0 [(n2−m2)+(n−m)]η(t)e−h̄2ω2
0(n−m)2γ(t). (3.45)

For numerical demonstration, we have assumed that the system is initially in a

coherent state so that

ρs
n,m(0) = e−|α|2 |α|n+m

√
n!m!

. (3.46)

In Figure(3.1), we have shown the survival probability for exact dynamics, BM and
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Figure 3.1: Plot of Survival probability against scaled time log (ω0t) for exact, Born-
Markov(BM) and slow modulation(SM) limits. In figure(a), τcω0 = 10.0, the exact
dynamics is closer to SM than BM. In figure(b), τcω0 = 0.1, the exact dynamics is
closer to BM than SM.

SM limits, at a fixed low temperature KT
h̄ω0

= 0.01. In figure(3.1.a), when τcω0 = 10.0,

the exact dynamics is closer to SM than BM. Whereas, in figure(3.1.b), when τcω0 =

10.0, the exact dynamics is closer to BM than SM. This is in conformity with the

fact that as τc → 0 the spectral density will be constant throughout the entire range

of ω rendering the system to remain exposed over a wider range of bath frequencies
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Figure 3.2: Plot of Survival probability against scaled time log (ω0t) for fermionic
and bosonic bath, at a fixed value of τcω0 = 1.0 at different scaled temperatures
KT
h̄ω0

. Figure (a),(b) and (c) plots the survival probability for fermionic bath at KT
h̄ω0

=
0.1, 1.0 and 10.0 respectively. Figure (d),(e) and (f) plots the survival probability for
bosonic bath at KT

h̄ω0
= 0.1, 1.0 and 10.0 respectively. The figure clearly reveals the

temperature-assisted survival of coherence in quantum system when it is coupled
to fermionic environment compared to the temperature-resisted coherence of the
system coupled to bosonic environment.

and we arrive at the expected BM limit. At higher values of τc, the system-bath

interaction becomes more restricted to a narrower frequency range and we arrive

at the SM limit. Here, we find oscillatory decay in the exact dynamics before the

survival probability saturates to its asymptotic value
∑

m |ρs
mm(0)|2 which is purely

a quantum feature unlike the bosonic bath case.

In Figure(3.2), we have compared the temperature dependence in the time evo-

lution of the survival probability for a harmonic oscillator system coupled to bosonic

and fermionic environments. From Figure(3.2), it is clear that for the same set of

bath parameters, the time for decay in survival probability to its asymptotic value

differs to a large extent for fermionic bath compared to its bosonic partner. It is

also noteworthy to mention that there exists a counterintuitive effect of temperature

for the former case. This can be explained on the basis of the fact that at finite

temperature, the spectral density function for the spin bath gets modified due to

the presence of hyperbolic tangent factor in comparison to the oscillator bath [see

Eqs.(3.36) and (3.38)]. As a consequence, it assists coherence at a high temperature.

The numerical results shown in Fig(3.1) and Fig(3.2) assumes that the frequen-

cies of the reservoir modes are in a Lorentizan distribution. The essential features
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of a prototype finite bandwidth bath with a Lorentzian distribution is tangible nu-

merically for the model study. The actual distribution of energy level structure of

the reservoir modes depend on the practical situation for the particular bosonic and

fermionic cases at hand. We have numerically investigated that with a moderate

value of τcω0, at a low value of the ratio of thermal energy to system characteris-

tic energy, KT
h̄ω0

the survival probability plot for exact dynamics will coincide more

rapidly with BM and SM results( not shown in diagrams for simplicity). However,

increase in the ratio, KT
h̄ω0

will promote coherence in the dynamical nature of the

system coupled to a fermionic reservoir for all ranges of the parametric value of

bandwidth of the bath, τcω0.

3.3 Phase diffusion: Harmonic Oscillator system

In this section, we have analysed the phase diffusion pattern for a harmonic oscillator

as the system of interest. The master equation can be cast into the respective

equivalent equations of quasi-probability distribution functions in a quasi-classical

phase space.

Considering a harmonic oscillator as the system of interest, i.e,

Hs = h̄ω0

(

a†a +
1

2

)

, (3.47)

with [a, a†] = 1, the master equation[see Eq.(3.41)] becomes

ρ̇s = −iω0[a
†a, ρs] + ih̄2ω2

0 η̇(t)[(a†a)2 + a†a, ρs]

−h̄2ω2
0 γ̇(t)[(a†a)2ρs − 2a†aρsa†a + ρs(a†a)2]. (3.48)

The above master equation can be cast into the form of the equation of motion of

Glauber-Sudarshan P -distribution function[119, 55]

ρ =

∫

d2αP (α)|α〉〈α|. (3.49)

Noting that η̇(t → ∞) = 0, we get the equation of motion for the P -distribution

function in t → ∞ limit as

∂P

∂t
= −iω0

(

α
∂

∂α
− α∗ ∂

∂α∗

)

−h̄2ω2
0 γ̇

[

α
∂

∂α
+ α∗ ∂

∂α∗ + α2 ∂2

∂α2
+ α∗2 ∂2

∂α∗2 − 2α∗α
∂2

∂α∂α∗

]

. (3.50)

Now, after transforming to polar coordinate using α = re−iθ, we get

∂P

∂t
= 2ω0

∂P

∂θ
+ 4h̄2ω2

0 γ̇(t)
∂2P

∂θ2
. (3.51)
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The second term represents the time dependent diffusion on a circle. It is to be

noted that, γ̇(t) survives both in the high and low temperature limit. Taking into

consideration that n̄(ω) ≃ n̄(ω0), we have at T → 0

γ̇(t) =
γ0

2
(3.52)

and at T → ∞
γ̇(t) =

h̄γ0ω0

4KT
. (3.53)

Hence, both in the high and low temperature limit, the dynamical behaviour in-

fluenced by a fermionic environment can be modelled by a classical stochastic

process[61]. This is in sharp contrast to bosonic bath case, where this sort of mod-

elling is possible for only at a very high temperature[136].

In what follows, we numerically evaluate the phase distribution function for

harmonic oscillator in an initial coherent state immersed in a fermion bath with

QND type interaction. The phase distribution function P (θ) can be defined as[222]

P (θ) =
1

2π
〈θ|ρ|θ〉, (0 ≤ θ ≤ 2π) (3.54)

where the states |θ〉 are the eigenstates of the Susskind-Glogower phase operator

corresponding to the eigenvalues of unit magnitude and are defined in terms of the

number states |n〉[223] as

|θ〉 =
n=∞
∑

n=0

einθ|n〉. (3.55)

Using these relations in Eq.(3.34), we get

P (θ) =
1

2π

∞
∑

m,n=0

|α|n+m

√
n!m!

e−|α|2e−i(m−n)θe−iω0(m−n)t

×ei(h̄ω0)2(m−n)(m+n+1)η(t)e−(h̄ω0)2(n−m)2γ(t). (3.56)

Figure(3.3) depicts the phase distribution pattern for a harmonic oscillator cou-

pled to a fermionic bath via QND type of interaction. From the figure, the following

observations can be noted: a) For a fixed value of bath parameter, τcω0 = 10.0(0.1)

as in Figure(3.3.a) and (3.3. b) [Figure.(3.3.d) and (3.3.e)], it is evident that with

increase in the magnitude of evolution time from 10.0 to 100.0, phase distribu-

tion pattern is getting flattened with time. b) Decrease in the bath parameter from

τcω0 = 10.0 to 0.1 favours diffusion. Lowering in the value of τcω0 lowers the temporal

correlation amongst the different modes of the fermionic reservoir which effectively

increases the exposure of the system to a wider range of bath frequencies resulting

an enhancement in diffusion. c) If the bath parameter is kept fixed, decrease in tem-

perature favours diffusion. This is due to effective localisation in system-dynamics

at low temperature manifested in terms of dominating temperature dependent hy-

perbolic tangent factor appearing in γ(t)[see Eqs.(3.36) and (3.38)]. This sort of

temperature resisted diffusion has also been observed earlier[224].
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Figure 3.3: Plot of phase distribution P (θ) against θ for different bath parameters.
Figures (a), (b) and (c) depicts the plot for τcω0 = 10.0. Figures (d), (e) and (f)
depicts the plot for τcω0 = 0.1.

3.4 Evolution of linear entropy

The time evolution of linear entropy is a good ‘measure of coherence’ of the system.

Linear entropy S(t) is defined as[58]

S(t) = 1 − C(t), (3.57)

where,

C(t) = Tr[ρs(t)]2. (3.58)

S(t) = 0 means that the system is initially in a pure state, and S(t) = 1.0 means it

is in a completely mixed state.

If the system starts from an initial coherent state, i.e,

ρs(0) = |α〉〈α| = e−|α|2
∑

m,n

|α|n+m

√
n!m!

|n〉〈m|, (3.59)

then using Eqs.(3.58) and (3.59) along with Eq.(3.34), we obtain,

C(t) = e−|α|2
∑

m,n

|α|2(m+n)

n!m!
e−2(En−Em)2γ(t), (3.60)

with γ(t) is given by Eq.(3.36). We obtain the values of C(t) under two limiting

conditions of temperature. Within the usual approximation of n̄(ω) = n̄(ω0), and

at T → 0 limit, we get

S(t) = 1 − e−|α|2
∑

m,n

|α|2(m+n)

n!m!
exp

[

−2(En − Em)2γ0

2

[

t − τc

(

1 − e−
t

τc

)]]

. (3.61)
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Figure 3.4: Plots to compare the temperature dependence of time evolution of linear
entropy S(t). Figure (a) depicts the plot for fermionic bath and figure (b) depicts
the plot for bosonic bath. Temperature dependence are not only of opposite nature
but also in the fermionic bath case the changes takes place more slowly.

Clearly, in the low temperature limit, the time evolution of linear entropy does not

have any temperature dependence.

At high temperature limit, T → ∞, and taking the approximation n̄(ω) ≃ n̄(ω0),

we have

S(t) = 1 − e−|α|2
∑

m,n

|α|2(m+n)

n!m!
exp

[

−2(En − Em)2 h̄ω0γ0

4KT

[

t − τc(1 − e−
t

τc )
]

]

.

(3.62)

Evidently, in the high temperature limit, with the decrease in temperature, S(t) will

attain its asymptotic value, S(t) = 1 more rapidly.

In what follows we comparatively show the exact numerical result for the tem-

perature dependence in time evolution of linear entropy among the fermionic and

bosonic baths. From figure(3.4), it is clear that with the increase in temperature,

in case of fermionic bath, the increment in the linear entropy occurs much slowly.

On the contrary, for bosonic bath, increase in temperature favours the increase in

the degree of mixedness in the system state thereby suppressing coherent dynam-

ics. In addition, it is also to note that the time-scale in which a system coupled

to a fermionic bath decoheres is much larger than that of the harmonic oscillator

bath. This is possibly due to the severe restriction in thermally induced excitation

for a bath comprising of fermions in comparison to that composed of bosons. It

manifests its effect by resisting the decay of coherences at higher temperature and
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a much larger time scale for loss of phase coherence.

3.5 Quantum Stochastic oscillator

In this section, we have shown that the exact system-bath dynamics developed

in section-3.2 can be cast into an equivalent form of a stochastically modulated

quantum system. We have constructed an effective Hamiltonian corresponding to a

fermionic version of quantum Kubo oscillator which is distinctly different from the

oscillator bath case at high temperature.

From the total Hamiltonian

HT = h̄ω0

(

a†a +
1

2

)

+
∑

k

h̄ωkc
k
+ck

− + h̄ω0

(

a†a +
1

2

)

∑

k

(

ck
+gk + g∗

kc
k
−
)

+

[

h̄ω0

(

a†a +
1

2

)]2
∑

k

g∗
kgk

h̄ωk

, (3.63)

we can have the Heisenberg equation of motion for bath operators as

˙ck
+ = iωkc

k
+ + iω0g

∗
k

(

a†a +
1

2

)

, (3.64)

which can be solved to get

ck
+(t) = ck

+(0)eiωkt − ω0g
∗
k

ωk

(

a†a +
1

2

)

(

1 − eiωkt
)

. (3.65)

Similarly, if we solve the Heisenberg equation of motion for the system operator, we

get

a(t) = −iω0a − iω0K(t)a + 2h̄2ω2
0aη̇(t)

(

a†a +
1

2

)

, (3.66)

where K(t), the noise operator can be expressed as

K(t) =
∑

k

(

eiωktck
+(0)gk + g∗

kc
k
−(0)e−iωkt

)

, (3.67)

and

η̇(t) = −
∑

k

g∗
kgk

h̄2ωk

cos(ωkt). (3.68)

For a fermionic bath at thermal equilibrium, one can find

〈K(t)〉 = 0. (3.69)

To obtain the strength of the fluctuation in fermionic noise, which is real, we calcu-

late the symmetric correlation function as

〈K(t1)K(t2) + K(t2)K(t1)〉 = −2
∑

k

g∗
kgk(1 − 2n̄k) cos[ωk(t1 − t2)]. (3.70)
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From Eq.(3.70), it becomes clear that the magnitude of the fermionic noise fluctua-

tion increases with the decrease in temperature. This is in sharp contrast with the

standard observation noted for bosonic environment, in which there is a tempera-

ture assisted increase in the magnitude of noise fluctuation. Similar argument can

be attributed to the phenomenon of anomalous motional narrowing effect which is

observed in the optical spectrum of semiconductor quantum dot[225]. The negative

sign appearing in Eq.(3.70) is a result of fermionic antibunching effect[226, 227].

This is in principle a manifestation of the antisymmetric two-particle fermionic

wave-function which excludes overlapping wave trains forbidden by Pauli Exclusion

principle.

It is to be noted that Eq.(3.66) follows from the effective Hamiltonian as

ȧ(t) =
i

h̄
[Heff (t), a], (3.71)

where,

Heff (t) = h̄ω0

(

a†a +
1

2

)

(1 + K(t)) − 2η̇(t)

(

a†a +
1

2

)2

h̄2ω2
0. (3.72)

Therefore, if one solves the equation

ρ̇s = − i

h̄
[Heff (t), ρ

s] , (3.73)

it is possible to arrive at the solution obtained for a stochastically modulated quan-

tum system[61].

3.6 Conclusion

In this chapter, we have given an exact solution to the dissipationless decoherence

model of a quantum system coupled to a fermionic bath at thermal equilibrium. In

the exact solution, unlike the quantum Brownian case, the decoherence dynamics

does not depend on the structure of the system Hamiltonian. We have shown that

our result converges to the BM limit under suitable conditions, which is drastically

different from the bosonic bath case. We would also like to point out the fact

that despite the marked difference of the fermionic displacement operator from the

bosonic one, the mathematical structure of the result appears to be quite similar,

which is basically a manifestation of the anticommuting Grassmann variables in

the interaction terms if one would be interested in understanding any physical role

played by the Grassmann variables.

A temperature-assisted suppression of decoherence is found due to the restricted

possibility for thermal excitation of the bath degrees of freedom consisting of fermions

with two states in contrast to an infinite number of states of the usual oscillator bath.
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While calculating the survival probability, we demonstrate that for a fermionic reser-

voir, there is a delay in the decay of coherences with an increase in temperature.

This has also been supported by the temperature dependence of the time evolution

of linear entropy. It is shown that the diffusion in phase distribution pattern for a

harmonic oscillator leads to a temperature-inhibited diffusion phenomenon. We have

also illustrated how the dynamics can be modelled similarly to the classical Kubo

stochastic process in both the high and low temperature limits; however, the de-

phasing and diffusion coefficients are quantum mechanical in origin, stemming from

the equilibrium fermionic bath. It is shown that the magnitude of the fermionic

noise fluctuation decreases with an increase in temperature. We have demonstrated

that a parallel formalism can be developed by an effective Hamiltonian approach

to obtain the same result for a stochastically modulated quantum system, and an

anomalous motional narrowing is found here with increasing temperature in contrast

to the standard quantum Kubo oscillator. A similar feature is found in the motional

narrowing in the optical spectrum of the semiconductor quantum dot system[225].

Here a quantum Kubo oscillator is possible to realize from this model due to the

antibunching character of the fermionic quantum noise as explicitly shown by the

consideration of the non-commutative property of interaction terms obeying the

Grassmann algebra.



57

Appendix

In this section, we have appended the outline of the derivation of Eq.(3.27).

If D(µ) be the fermionic displacement operator[147], defined by D(µ(n)) =
∏

i e
(ci

+µ
(n)
i −µ

∗(n)
i ci

−) ≡ ∏

i Di(µ
(n)
i ), then we can have

eixck
+ck

−D(µ) =
∏

i6=k

e(ck
i µi−µ∗

i ck
−){eixck

+ck
−

[ ∞
∑

n=0

ck
+µk − µ∗

kc
k
k

n!

]

e−ixck
+ck

−}eixck
+ck

− . (3.74)

Following Baker-Hausdorff formula[55], we get

eixck
+ck

−(ck
+µk − µ∗

kc
k
−)e−ixck

+ck
− = (ck

+µk − µ∗
kc

k
−) + ix[ck

+ck
−, (ck

+µk − µ∗
kc

k
−)]

+
(ix)2

2!
[ck

+ck
−, [ck

+ck
−, (ck

+µk − µ∗
kc

k
−)]] + · · · (3.75)

Now, if the bath operators ck
+ and ck

− obey Eqs.(3.2), (3.3) and (3.4) along with the

Grassmann variable µk and µ∗
k obeying Eqs.(3.5), (3.6), (3.7) and (3.8), we get

[ck
+ck

−, ck
+µk − µ∗

kc
k
−] = ck

+µk + µ∗
kc

k
− (3.76)

and

[ck
+ck

−, ck
+µk + µ∗

kc
k
−] = ck

+µk − µ∗
kc

k
−. (3.77)

Inserting Eqs.(3.76) and (3.77) and into Eq.(3.75), we get

eixck
+ck

−(ck
+µk − µ∗

kc
k
−)e−ixck

+ck
− = ck

+µke
ix − µ∗

kc
k
−e−ix. (3.78)

Now inserting Eq.(3.78) to (3.75), we finally arrive at Eq.(3.27).



Chapter 4

Fermionic bath induced
antibunching and coherence in
Mollow spectra

In this work, we have derived the modified Bloch equation from the generalized

master equation due to the fermionic bath where one needs to consider Grassmann

algebra to obtain the similar mathematical structure of the reduced system dynam-

ics, as in the case of a bosonic bath. We have compared our result thoroughly

with an experimental result in the temperature dependent emission characteristics

within an environment of quantum dots in a Hanburry-BrownTwiss set-up. The en-

tire chapter is organized as follows. After giving a short introduction in the Section

4.1, in section 4.2, we describe dissipative dynamics due to fermionic bath in terms

of generalized master equation and construct the modified Bloch equations. The

next section is devoted to study the emission characteristics and to probe absorp-

tion of the strongly coupled atom-field system. Here, in the first subsection, we show

how our results are experimentally viable to explain some features of antibunching

character of the emitted photons. In the subsection 4.2.2, we study the Mollow

resonance fluorescence of a strongly driven two-level system. In the next subsection,

we have studied the absorption characteristics under a weak probe field. Finally we

conclude in Section 4.4. A modified quantum fluctuation-dissipation relation for a

thermal reservoir composed of spin-1/2 particles is also given as an appendix of the

chapter.

4.1 Introduction

The dynamics of dissipation of an open quantum system[54, 55, 57, 75, 58, 56, 69]

generally depends on the quantum statistical nature and the energy level structure of

the environment degrees of freedom with which the system interacts. The harmonic

oscillator description of the environment is useful to explain a large variety of phys-

58
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ical situations[120, 121, 122, 123, 124, 125, 126, 127, 128, 129, 130, 131, 132] such

as, spontaneous emission, polaron formation, exciton motion, macroscopic quan-

tum tunneling etc., in atomic physics, condensed matter physics[13] and quantum

optics[56]. But, if the environment is considered to be fermionic, a wide range of

differences appear in comparison to the bosonic bath case. Most interestibgly, un-

like the bosonic case, the dynamic anticorrelations in the noise for a fermionic bath

has no classical analog. In the bosonic case, antibunching is usually understood

in terms of the constructive and destructive interference of two possible propaga-

tion paths that the two particles follow to reach the detector as in the experiment

of Hanbury-Brown-twiss[56, 71, 72, 73]. However, if the bath is of fermionic na-

ture which posseses an inherent anticorrelation effect, the emitting atom can be

affected in a nontrivial way specially when the effect of bath is magnified at a higher

chemical potential. In this context it is reasonable to study how the Mollow res-

onance fluorescence and probe absorption of the driven system is modified due to

fermionic bath at low non-zero temperature and high chemical potential. Enough

reports[196, 78, 79, 80] regarding fluorescence from semiconductor quantum dots as

well as several experimental reports are also available in the context of the photon

antibunching from similar systems. Measurement reveals that the noise correlations

are good indicator for the studies of fermi systems[65, 66, 67, 68, 139, 141, 142]

composed of electrons or free neutral fermionic atoms which can be modelled by the

reservoir to be made up of spin-1
2

particles. But to the best of our knowledge the

dissipative dynamics of a system coupled to a fermionic reservoir, in a closely simi-

lar mathematical structure as that of the bosonic case essentially needs Grassmann

algebra, is not well studied in the context of quantum optical phenomena.

In this chapter, we have answered the following questions: (i) How does the

antibunching character of in the photon emission from quantum dots differ when

the environment is considered fermionic? The analysis has been done after deducing

the equation on motion for a simple model 2-level system coupled to a fermionic

reservoir under the framework of quantum theory of damping. As the next topic,

we have answered the question that (ii) how does the resonance fluorescence and

the absorption spectra are affected when the bath is typically fermionic in nature?

Finally, we have shown that how the fluctuation-dissipation relation is modified due

to system-reservoir interaction and also the role of the Grassmann algebra to get a

one-to-one correspondence with the bosonic case.

4.2 The Master Equation and asymptotic solu-

tion of a modified Bloch Equation

In this section, we first formulate the generalized master equation for a driven two-

level system coupled to a fermionic bath. The dynamics of the reduced system is
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derived considering the interaction coefficients of system and bath as Grassmann

variables to have similar mathematical structure as in the bosonic bath case.

To put our work in a proper perspective, let us consider a system described by a

Hamiltonian,HS be coupled to a reservoir at thermal equilibrium described by the

Hamiltonian,HB. The total Hamiltonian,HT can be expressed as

HT = HS + HB + V ≡ H0 + V. (4.1)

Here, V represents the interaction between the system and the reservoir in the

Schrodinger picture(S.P). In general V assumes the form

V = h̄
∑

k

QkFk, (4.2)

where Qk and Fk are the system and the reservoir operators respectively in S.P.

The joint density operator κ for the system and the reservoir obeys the Liouville-

von Neumann equation in interaction picture(I.P.) as

∂κ

∂t
= − i

h̄
[V (t), κ(t)]. (4.3)

We assume that the interaction is sufficiently weak so that we can resort to per-

turbation theory and iterate Eq.(4.3) upto second order in V . Next, we eliminate

the bath variables by taking trace in standard procedure[56], thereby obtaining the

equation of motion for the reduced density operator, ρ in S.P as

dρ

dt
= − i

h̄
[HS, ρ] −

∑

i,j

∫ t

0

dt′{[QiQ
′

jρ
′

(t′) − Q
′

jρ
′

(t′)Qi]〈FiF
′
j〉B

−[Qiρ
′

(t′)Q
′

j − ρ
′

(t′)Q
′

jQi]〈F
′

jFi〉B}, (4.4)

where,

Q
′

jρ
′

(t′) = exp[− i

h̄
HS(t − t′)]Qjρ(t′) exp[

i

h̄
HS(t − t′)], (4.5)

and

F
′

j = exp[− i

h̄
HB(t − t′)]Fj exp[

i

h̄
HB(t − t′)]. (4.6)

Here we assume that the factorisation κ(t) = s(t)ρB(t) is valid, where s(t) is the

system density operator in I.P and ρB(t) is the density operator corresponding to

the reservoir at thermal equilibrium.

In our present work, we choose HS as Hamiltonian for a two-level system with

characteristic frequency ω0 driven by a classical monochromatic light field of fre-

quency ω and coupled to an infinite number of degrees of freedom at thermal equi-

librium. The system is characterised by usual Pauli spin operators σ+, σ− and σz

and on the other hand, the reservoir is considered to be composed of infinite number

of non-interacting spin-1
2

fermions with characteristic frequencies ωk and reservoir
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operators denoted by σk
+, σk

− and σk
z ; k being the index for the fermionic bath modes.

Within this framework, HS and HB assumes the form

HS =
1

2
h̄ω0σz, (4.7)

HB =
∑

k

h̄ωkσ
k
+σk

−. (4.8)

The fermions follow the anticommutation rule {σl
+, σm

− }+ = δlm and the following

algebra:

σk
+σk

+ = σk
−σk

− = 0 (4.9)

[σk
+, σk

+σk
−] = −σk

+ (4.10)

[σk
−, σk

+σk
−] = σk

−. (4.11)

The system-bath interaction is given by

V =
∑

k

h̄(g∗
kσ+σk

− + σ−σk
+gk), (4.12)

where gk and g∗
k are dimensionless interaction coefficients obeying Grassmann alge-

bra. The Grassmann variables satisfy convenient relations like[205]:

{gi, gj}+ = 0 (4.13)

{g∗
i , gj}+ = 0 (4.14)

{g∗
i , g

∗
j}+ = 0. (4.15)

We also assume that[147]

{gk, σ
k
−}+ = 0. (4.16)

It is to be noted that the interaction Hamiltonian[see Eq.(4.12)] is expressed

under the framework of Rotating Wave Approximation(RWA). The classical driving

term in RWA also, can be expressed as

Vext(t) = − h̄

2
E0(σ+ exp (−iωt) + σ− exp (iωt)). (4.17)

Therefore, the reduced density operator equation of motion becomes [see Eq.(4.4)]

dρ

dt
= − i

h̄
[HS + Vext, ρ] −

∫ t

0

dt′{[σ+σ
′

−ρ
′

(t′) − σ
′

−ρ
′

(t′)σ+]〈
∑

k

g∗
kσ

k
−e−iωk(t−t′)σk

+gk〉B

−[σ+ρ
′

(t′)σ
′

− − ρ
′

(t′)σ
′

−σ+]〈
∑

k

e−iωk(t−t′)σk
+gkg

∗
kσ

k
−〉B}

−
∫ t

0

dt′{[σ−σ
′

+ρ
′

(t′) − σ
′

+ρ
′

(t′)σ−]〈
∑

k

σk
+gke

iωk(t−t′)g∗
kσ

k
−〉B
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−[σ−ρ
′

(t′)σ
′

+ − ρ
′

(t′)σ
′

+σ−]〈
∑

k

eiωk(t−t′)g∗
kσ

k
−σk

+gk〉B}. (4.18)

Here, 〈· · · 〉B implies quantum statistical average over the bath coordinates and for

any operator X, it is defined as

〈X〉B =
TrBXe−HB/KT

TrBe−HB/KT
. (4.19)

The Bloch equations can then be obtained as:

〈σ̇+〉 = iω0〈σ+〉+
i

2
E0e

iωt〈σz〉−
∫ t

0

dt′〈σ+(t′)〉
∑

k

g∗
kgk(1− 2n̄(ωk))e

iωk(t−t′), (4.20)

〈σ̇−〉 = −iω0〈σ−〉 −
i

2
E0e

−iωt〈σz〉 −
∫ t

0

dt′〈σ−(t′)〉
∑

k

g∗
kgk(1 − 2n̄(ωk))e

−iωk(t−t′),

(4.21)

〈σ̇z〉 = iE0[〈σ+〉e−iωt − 〈σ−〉eiωt]

−
∫ t

0

dt′
∑

k

2g∗
kgk cos((ω0 − ωk)(t − t′))[1 + 〈σz〉(1 − 2n̄(ωk))]. (4.22)

In the next step, we introduce the slowly varying operators as ξ+, ξ− and ξz such

that ξ+ = 〈σ+〉 exp (−iωt), ξ− = 〈σ−〉 exp (iωt) and ξz = 〈σz〉. The Equations of

motion for the Bloch components are now given as:

ξ̇+(t) = i(ω0 − ω)ξ+(t) + i
2
E0ξz(t)

−
∫ t

0

dt′ξ+(t′)
∑

k

g∗
kgk(1 − 2n̄(ωk)) exp [−i(ω − ωk)(t − t′)], (4.23)

ξ̇−(t) = −i(ω0 − ω)ξ−(t) − i
2
E0ξz(t)

−
∫ t

0

dt′ξ−(t′)
∑

k

g∗
kgk(1 − 2n̄(ωk)) exp [i(ω − ωk)(t − t′)], (4.24)

ξ̇z(t) = iE0[ξ+(t) − ξ−(t)]

−
∫ t

0

dt′
∑

k

2g∗
kgk cos((ω0 − ωk)(t − t′))[1 + ξz(t)(1 − 2n̄(ωk))]. (4.25)

We now proceed further taking into consideration of Markov approximation such

that the slowly varying variables become ξ±(t′) ≃ ξ±(t) and ξz(t
′) ≃ ξz(t), we arrive

at the equation of motion of Bloch vectors as:

ξ̇+(t) = i∆ωξ+(t) +
i

2
E0ξz(t) −

γ

2
(1 − 2n̄(ω0))ξ+(t), (4.26)
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ξ̇−(t) = −i∆ωξ−(t) − i

2
E0ξz(t) −

γ

2
(1 − 2n̄(ω0))ξ−(t), (4.27)

ξ̇z(t) = iE0[ξ+(t) − ξ−(t)] − γ − γ(1 − 2n̄(ω0))ξz(t), (4.28)

where,

γ = 2πg∗(ω0)g(ω0)P (ω0), (4.29)

and, P (ω0) is the frequency dependent spectral density function at the system fre-

quency ω = ω0 along with the detuning parameter ∆ω = ω0 − ω. This physically

corresponds to the possibility of preparation of a thermal bath composed of quan-

tum dots each with two levels having a characteristic size(energy) distribution[228]

of a large width ensuring a constancy in the value of the dissipation constant γ. The

actual distribution of the energy level structure of the reservoir in fact depends on

the practical situation at hand.

We arrive at the asymptotic solution of the Bloch equations as follows:

ξ+(t → ∞) =
i
2
E0

γ0 + iβ
ξz(t → ∞), (4.30)

ξ−(t → ∞) =
− i

2
E0

γ0 − iβ
ξz(t → ∞), (4.31)

ξz(t → ∞) = − γ2
0 + β2

(1 − 2n̄(ω0))[
E2

0

2
+ γ2

0 + β2]
. (4.32)

where β = −∆ω and γ0 = γ
2
(1 − 2n̄(ω0)).

From the above deduction, it is evident that the steady state value of the

Bloch vector components are only dependent on temperature of the fermion bath

for a constant external driving field. The temperature dependence actually comes

through the Fermi-Dirac distribution function n̄(ω0) which explicitly appears here

as (1 − 2n̄(ω0)) = tanh( h̄ω0−µ
2KT

). The presence of this temperature dependent hy-

perbolic tangent factor was also noted earlier by Caldeira et.al[65]. It is evident

that due to the presence of this factor, the system reservoir coupling reduces in an

effective way. This reduction in the coupling will in turn act as a source to induce

coherence within the system dynamics. We[229] have already studied such effects in

the context of a system coupled to a spin bath via Quantum non-demolition type

of interaction. Here, it would not be out of place, if we mention in this regard that

the asymptotic solution of Bloch equations can also be used in the study of quan-

tum transport[221] and to study magnetisation vector dynamics and spin-current

damping phenomena[230] in spin polarised fermi liquids.
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4.3 Antibunching and Mollow spectra due to a

fermionic bath

In this section, we explore the Bloch equation due to fermionic bath to calculate

antibunching and the Mollow spectra of the emission and absorption of a strongly

driven quantum dot and weakly coupled to a spin reservoir. Few years back, Malko

et.al[71] reported a temperature dependent measurement of emission characteristics

for single pyramidal InGaAs/AlGaAs quantum dots in a Hanburry-Brown Twiss

set-up under a low-power excitation intensity. We use the present theory to support

the temperature dependence of the antibunching measurements for the quantum dot

system.

4.3.1 Second order coherence of the emission spectrum

Here we calculate the second order correlation of the emission intensity in the scat-

tered spectrum. The second order correlation function G(2)(τ) can be expressed

as[56]

G(2)(τ) ∝ 〈σ+(0)σ+(τ)σ−(τ)σ−(0)〉. (4.33)

Noting that

σ+(τ)σ−(τ) =
1

2
+

1

2
σz(τ), (4.34)

we get

G(2)(τ) ≃ 1

2
〈σ+(0)σ−(0)〉 +

1

2
〈σ+(0)σz(τ)σ−(0)〉. (4.35)

It is to be noted that,

G(2)(0) = 0. (4.36)

Let us define

R++−(τ) = 〈σ+(0)σ+(τ)σ−(0)〉, (4.37)

R+z−(τ) = 〈σ+(0)σz(τ)σ−(0)〉, (4.38)

R+−−(τ) = 〈σ+(0)σ−(τ)σ−(0)〉, (4.39)

where, σi(0) are the steady state components of the Bloch vectors obtained from

Eqs.(4.30), (4.31) and (4.32).

Laplace transforms of Eqs.(4.37), (4.38) and (4.39) in matrix representation gives





γ0 + p − iE0

2
0

−iE0 2γ0 + p iE0

0 iE0

2
γ0 + p









R̄++−(p)
R̄+z−(p)
R̄+−−(p)



 =





R++−(0)
R+z−(0)
R+−−(0)



 , (4.40)

with

R̄ijk(p) =

∫ ∞

0

dτe−pτRijk(τ). (4.41)
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Hence after a straightforward algebra, we get

R̄+z−(p) =
DR̄+z−(p)

D
= −〈σ+(0)σ−(0)〉γ0 + p

2(p2 + 3γ0p + E2
0)

, (4.42)

with E0 ≫ γ and D is the magnitude of the determinant of the corresponding matrix

in Eq.(4.40).

Now, we can express

γ0 + p

(p2 + 3γ0p + E2
0)

≃ 1

p + 3γ0

2
+ iE0

+
1

p + 3γ0

2
− iE0

, (4.43)

where, we have applied the approximation that as n̄(ω0) varies from 0 to 1, γ0 is

very small and γ2
0 is even smaller, hence neglected.

Therefore after performing the inverse Laplace transform, we get the normalised

second order intensity correlation function

g(2)(τ) =
2G(2)(τ)

ξ+(0)ξ−(0)
= 1 − cos(E0τ)e−

3γ0τ
2 . (4.44)

First, we note that, the oscillations appearing in the second order correlation

function in Eq.(4.44) is a purely mathematical consequence here due to the pres-

ence of the cosine factor having the strength of the incident electric field in its

argument[56]. However, in case of experimental observations[71, 73], the oscillations

appearing in the second order coherence in photon emission is additionally due to

the off-resonant coupling of the classical driving term with that of the particular

mode of quantum dot.

We, first of all demonstrate our result by comparing second order coherence for

a two-level system coupled to an harmonic oscillator bath and fermion bath. The

result is shown in Fig.(4.1) where it is clear that for the same set of bath parameters,

the time scale of g(2)(τ) to reach its asymptotic value differs to a large extent for a

fermion bath in comparison to its bosonic partner at finite temperature. It is also

worth mentioning that there exists a counter intuitive effect of temperature for the

former case. This can be explained on the basis of the fact that at finite temperature,

the spectral density function for the fermion bath is effectively modified due to

the presence of the hyperbolic tangent factor in comparison to the oscillator bath.

The delay in the attainment of asymptotic value of g(2)(τ) when it is coupled to a

fermionic(instead of a bosonic) environment indicates enhancement of antibunching

in the emission characteristics. This enhancement is physically caused by the fact

that spin bath modes are intrinsically antibunched (a short discussion in this regard

in presented in the Appendix). As a consequence, it assists in coherence at a high

temperature.

We now explicitly use the result of enhanced antibunching to have a comparison

with that of experimentally observed ones. We use the present theory to support the



66

-10 0 10
Delay time

0

1

2

g2

-10 0 10
Delay time

0

1

2

g2

-10 0 10
Delay time

0

1

2

g2

-10 0 10
Delay time

0

1

2

g2

-10 0 10
Delay time

0

1

2

g2

-10 0 10
Delay time

0

1

2

g2
(τ

)

(τ
) (τ
)

(τ
)

(τ
)

(τ
)

Tscaled=100Tscaled=100

Tscaled=50

Tscaled=1

Tscaled=50

Tscaled=1

(a) (d)

(e)(b)

(f)(c)

Figure 4.1: Plots of g(2)(τ) against scaled delay time for fermionic and bosonic
baths at a fixed value of E0/γ = 1.5 for different values of scaled temperatures
Tscaled = KT/h̄γ. Panels (a) to (c) plot the g(2)(τ) for the fermionic bath at KT/h̄γ
= 100, 50 and 1 respectively. The dashed lines represent the actual variation whereas
the solid ones do represent their best fits. Panels (d) to (f) plot the g(2)(τ) for the
bosonic bath at KT/h̄γ = 100, 50 and 1 respectively. The figure clearly reveals the
temperature-assisted enhancement in antibunching in the emission characteristics
of the driven two-level system when it is coupled to the fermionic environment.
Reversed dependence of temperature is observed when the system is coupled to a
bosonic reservoir.

temperature dependence of the antibunching measurements on single quantum dot.

Few years back, Malko et. al[71] reported a temperature dependent measurement of

emission characteristics for single pyramidal InGaAs/AlGaAs QDs in a Hanburry-

Brown Twiss set-up under a low-power excitation intensity. The results reported an

increase in the decay time from 1.2 ns to 4.0 ns for an increase in the temperature

from 10 K to 90 K. In order to correlate this the present theory so far discussed

in Section4.2, we set our parameters as γ = 109sec−1 and E0/γ = 1.5 and fix the

temperature of the reservoir at 10 K, 30 K, 50 K and 80 K. However a point is to be

noted that our theory does not consider any background emission due to absence of

any impurity phonon mode in the reservoir leading to a pure antibunching character

thereby giving g(2)(0) = 0. A more detailed calculation[68] will result an addition of

the term γphonon to γ0 in order to account for the additional dissipation due to local

phonon modes in the bath as impurities. However, in order to accommodate that,

we numerically add the value obtained from the experimental data[71] and present

our result from a phenomenological point of view.

The result is plotted in Fig.(4.2). From Fig.(4.2), it is clear that a close agreement
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Figure 4.2: Plots of second order correlation g(2)(τ) against delay time τ in ns for
different temperatures in K. The experimental observation of getting background
emission is numerically adjusted from the data presented in[71]. The dashed lines
represent the actual variation whereas the solid lines represent their best fits. The
panels from (a),(b),(c) and (d) present the temperatures as 10 K, 30 K, 50 K and
80 K respectively

between the theory and the experimental observation persists. From the result, it is

clear that, with the increase in the reservoir temperature, the antibunching charac-

ter of the emitted photons increase which is manifested in terms of the increase in

the decay time of second order coherence. The so called anomaly in the temperature

dependence in the second order coherence in the emission chracteristics lies in the

inherent antibunching character of the fermionic noise operators[229]. This is in

principle a manifestation of the antisymmetric two-particle fermionic wave-function

which excludes overlapping wave trains forbidden by Pauli Exclusion principle. A

little digression regarding the coupling mechanism of the quantum dot with that

of the fermionic bath would be having a relevance for further understanding. In

experimental set up, the quantum dots are prepared on a suitably pre-patterned

substrates. This is usually followed by the removal of the substrate using selective

chemical etching or by electron beam lithography as the case may be[71, 73]. The

possibility of reporting second-order coherence usually depends on the efficiency of

the isolation of the single anharmonic quantum system. Therefore, the role of the

fermionic bath at a given temperature and chemical potential is played by the ad-

ditional quantum dots present in the sample during the isolation process. However,

the coupling of the specific quantum dot with its neighbour is purely based on the

energy conservation consideration. We consider the net effect of excitation of the

particular mode in lieu of the de-excitation of the other and vice-versa.
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Figure 4.3: Plot of the normalised second order coherence in photon emission from
quantum dot g(2)(τ) against the delay time showing the variation of temperature and
chemical potential of the fermion bath in terms of the scaled parameter, x = h̄ω0−µ

KT
.

Increase in the scaled parameter, x results suppression of antibunching.

Next, we examine if the bath is considered to be fermionic with a given chemical

potential at a given temperature. Here, we see that both temperature and the chem-

ical potential of the reservoir operates together to cause an effective modification

in the second-order coherence pattern. We consider h̄ω0−µ
KT

= x in the Fermi-Dirac

distribution function, n̄(ω0) and examine the anti-bunching in terms of the scaled

parameter x. The result is presented in Fig.(4.3). With the increase in the value

of the scaled parameter x from 0.1 to 10.0, the photon antibunching gets supp-

resed. This is again attributed to the temperature-assisted coherence effect[229] of

the reservoir modes.

4.3.2 Resonance Fluorescence Spectrum

Incoherent part of spontaneous emission of a two-level atom irradiated by a con-

tinous, monochromatic field is typically known as Resonance Fluorescence. It is

usually characterised by a central peak along with two side bands appearing at

the strong field-induced Rabi frequency[76]. Strong field Resonance Fluorescence

spectrum is defined[76, 231] as

S(ν − ω0) = Re

[

lim
t→∞

∫ ∞

0

dt′e−i(ν−ω0)t′〈σ+(t + t′)σ−(t)〉
]

. (4.45)

An equivalent way to express resonance fluorescence[56] is

S(∆) = 2Re[R̄+−(−i∆)], (4.46)
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where,

R̄ij(p) =

∫ ∞

0

dτe−pτRij(τ), (4.47)

and,

R+−(τ) = 〈σ+(τ)σ−(0)〉. (4.48)

In order to evaluate the expression, we follow the standard prescription using re-

gression hypothesis[55]. Without losing any generality, we assume that ∆ω = 0 for

the sake of simplicity of our calculation. As in Section 4.3.1, we get

R+−(p) =
DR̄+−(p)

D
, (4.49)

where,

DR̄+−(p) = R+−(0)

[

3γ0p + p2 +
E2

0

2

]

+
iE0Rz−(0)

2
[γ0 + p] , (4.50)

and

D = [γ0 + p][p2 + E2
0 + 3γ0p], (4.51)

within the approximation E0 ≫ γ.

In the following, we numerically demonstrate the effect of anticommuting nature

of the reservoir mode operators in resonance fluorescence spectra in Fig.(4.4). From

the traditional Mollow triplet, we see that the position for the appearance of the

side peak depends on the strong field induced Rabi frequency. The effect of the

anticommuting character of the reservoir modes is studied in terms of the relative

magnitudes of the chemical potential and temperature of the thermal bath. For

this purpose, we define a scaled parameter x = h̄ω0−µ
KT

and notice the variations in

Fig.(4.4).

From Fig(4.4), it is evident that the fluorescence spectra is appearing typically

as a Mollow triplet[76]. A striking feature here is that, with the decrease in x, there

is an increase in the height of each of the peaks. For a fixed low value of bath tem-

perature, decrease in x indicates an increase in chemical potential of the bath, which

promotes an enhanced coherence effect on the fermionic reservoir modes which in

turn produces an increase in intensity of the emission peaks. Since, most of the

experiments are performed at low temperature situation, the enhancement in reso-

nance fluorescence by increasing the chemical potential may serve as an alternative

tool to increase the fluorescence intensity from a quantum dot.

4.3.3 Absorption spectra

In this section, we analyse the absorption spectrum of a strongly driven two-level

system probed by a weak field. The absorption[76, 231] spectrum is given by

I(ωp − ω0) = Re

[

lim
t→∞

∫ ∞

0

e−i(ωp−ω0)t′〈[σ−(t + t′), σ+(t)]〉dt′
]

, (4.52)
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Figure 4.4: The figure shows variation of the resonance fluorescence spectra due to
the parametric change in the scaled parameter x = h̄ω0−µ

KT
for E0/γ = 4.5. With

the decrease in the value of x, the reseonance fluorescence peak produces enhanced
intensity.

where, ωp is the frequency of the weak probe field. We follow the same line of

treatment as that of resonance fluorescence(see the Appendix) at ∆ω = 0 to get

I(∆) = lim
p→−i∆

2Re

[

(1
2
(γ0 + p)(2γ0 + p) +

E2
0

2
)(−2〈σz(0)〉) − iE0

2
(γ0 + p)(2〈σ+(0)〉)

D

]

,

(4.53)

where D is given earlier for E0 ≫ γ.

For n̄ = 0, which amounts to T → 0,the bosonic as well as the fermionic bath

gives similar result[76, 231, 232]. Here we have plotted the absorption spectra

Fig.(4.5) for parameters E0/γ = 5.0 for different paramteric values of x = 1.0,

3.0 and 5.0 respectively. Change in x causes the change in chemical potential of

the bath which effectively modifies the decay rate at a low temperature due to the

hyperbolic tangent factor. This induces coherence in the reservoir modes with the

decrease in x. The source of this gain is purely thermal in origin and the energy

is supplied by the fermionic bath prepared at finite temperature unlike the bosonic

bath. A suitable experimental realisation of the observed theoretical result needs

preparation of a two-level system(QD) immersed in a sea of spin bath with a char-

acteristic size(frequency) distribution corresponding in a white noise or Markovian

limit. The possibility of getting such results however, depend upto what extent the

impurity phonon modes in the fermionic bath are properly eliminated
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4.4 Conclusion

In the present chapter, we have formulated the equation of motion of the reduced

density matrix of a field induced two-level system coupled to a fermionic bath as

a modified Bloch equation. Near absolute zero temperature, both for bosonic and

fermionic baths, the system dynamics show similar characteristics. However, at a

finite temperature, the signature of the two reservoirs becomes distinctly different.

This is caused by the presence of the hyperbolic tangent factor appearing in the

decay rate. This modifies the system-reservoir coupling in an effective way so that

the decay rate does not remain linear with the temperature as well as the chemical

potential of the reservoir. It is to be noted that this sort of unique dependence on

the system dynamics is an explicit manifestation of the anticommuting Grassmann

variables acting as interaction coefficients. It is necessary to implement this to

obtain a similar mathematical structure of the reduced system dynamics for both

the bosonic and fermionic baths.

An interesting result is an enhancement of antibunching in the photon emission

with an increasing temperature from a driven two-level system, as the reservoir has

an inherent antibunching property. This is clearly revealed in the Fig.(4.1) where

we have demonstrated that, at a finite temperature both for bosonic and fermionic

cases, the time scale of g(2)(τ) to reach its asymptotic value differs to a large extent

for a fermionic bath in comparison to its bosonic partner. We have thoroughly com-

pared this feature with an experimental result[71] in the emission characteristics for

single pyramidal InGaAs/AlGaAs QDs in a Hanburry-BrownTwiss set-up as shown

in the Fig.(4.2). Although the antibunching or anticorrelation considered in this case
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is dynamic in origin, this is in principle a manifestation of the antisymmetric two-

particle fermionic wave-function, which excludes overlapping of fermions forbidden

by the Pauli exclusion principles[70], as is evident from the modified fluctuationdis-

sipation relation. Even if we consider a fermionic bath with a chemical potential at

a finite temperature, there is an effective modification in the second order coherence

pattern as shown in the Fig.(4.3).

A decrease in the reservoir chemical potential causes an effective reduction in the

coupling between the system and the bath. Therefore it should induce a coherence

phenomena in the system dynamics. This is indeed reflected in the resonance fluores-

cence spectrum as depicted in the Fig.(4.4). With a decrease in chemical potential,

the peaks appearing in the Mollow triplet are reduced in linewidth, along with an

increase in the peak intensity. A similar result was also obtained previously[233] by

changing the temperature.

We have again shown that, the chemical potential dependence of the absorption

spectra where the side peaks of the absorption, as we can see, generally change

with a change in Rabi frequency. But, in the moderately low field regime when the

Rabi frequency is low, the appearance of the side peaks rise as a result of chemical

potential induced coherence phenomenon rather than a field induced one, as given

in the Fig.(4.5). The subsequent gain in the probe frequency is evident from the

thermal origin where the energy is fully supplied by the fermionic bath at a non-zero

temperature. This is not possible in the bosonic case.

We have explored the crucial role of the Grassmann numbers in the context of

thermal bath induced coherence and antibunching. We find that it is necessary to

consider that the interaction coefficients are non-commuting with the reservoir oper-

ators as well as with the system operators. This leads to the satisfaction of modified

fluctuationdissipation relation for a spin bath which has no classical analogue in

comparison to its bosonic partner. Here also we should mention that antibunch-

ing in the reservoir modes effectively increases the noise correlation time, thereby

inhibiting the construction of the traditional Markovian Bloch equation at a high

temperature, as the thermalization appears here in a non-trivial way. One should

construct the Bloch vector components in steady state domain at a higher temper-

ature in a non-Markovian way, which may become sensitive to the initial values.

Moreover, it shows an indication that the prevalent antibunching in the equilibrium

fermionic bath or such a noise source can be used as a robust tool for further studies

of dynamics of a degenerate Fermi system at a low temperature. We expect the im-

plicit role of the Grassmann numbers will be physically more transparent in many

other contexts, for example, in connection with dynamic ordering of electrons and

neutral fermionic atoms and dynamic quantum phase transitions.
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Appendix: Modified Fluctuation-Dissipation rela-

tion with Grassmann variables

In this appendix, we propose a derivation of the Fluctuation-Dissipation relation

due to system-bath interaction for fermionic reservoir using Grassmann algebra.

To do so we first identify the noise operators in the interaction scheme. From the

total hamiltonian as given in the Section3.2, the equation of motion of the reservoir

operators, σk
− and σk

+ can be given by,

σ̇k
+ = iωkσ

k
+ + ig∗

kσ+, (4.54)

σ̇k
− = −iωkσ

k
− − iσ−gk, (4.55)

where, σ+ and σ− are the system operators[see Eqs.(4.7) and (4.8)]. The formal

solution of Eqs.(4.54) and (4.55) can be obtained as

σk
+(t) = σk

+(0)eiωkt + i

∫ t

0

dt′g∗
kσ+eiωk(t−t′), (4.56)

σk
−(t) = σk

−(0)e−iωkt − i

∫ t

0

dt′σ−gke
−iωk(t−t′). (4.57)

Again, the equation of motion for the system operator becomes

σ̇+(t) = iω0σ+(t) + iσz[
E0

2
eiωt − F2(t)] + σz

∑

k

∫ t

0

dt′g∗
kgkσ+(t′)eiωk(t−t′), (4.58)

σ̇−(t) = −iω0σ−(t)− iσz[
E0

2
e−iωt−F1(t)]−σz

∑

k

∫ t

0

dt′g∗
kgkσ−(t′)e−iωk(t−t′), (4.59)

where one can identify the noise operators, F1(t) and F2(t) by Eqs.(4.60) and (4.61),

F1(t) =
∑

k

g∗
kσ

k
−(0)eiωkt, (4.60)

F2(t) =
∑

k

σk
+(0)gke

−iωkt. (4.61)

As σz(t) is a very slowly varying operator compared to that of either σ+(t) or σ−(t),

one can consider it parametrically so that the quantum noise operator, F1(t) or F2(t)

has two roles as it adds a fluctuationg force similarly with the external laser field

and a dissipative effect due to the last terms in Eqs.(4.58) and (4.59) and both the

fluctuating force and dissipative term would vanish simultaneously as gk → 0. The

noise operators satisfy the following relations,

〈F1(t)〉B = 〈F2(t)〉B = 0, (4.62)
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which confirms the fermionic reservoir to be a Langevin noise source along with

Re〈F2(t)F1(t
′) + F1(t

′)F2(t)〉B = −
∑

k

g∗
kgk tanh

(

h̄ωk − µ

2KT

)

cos[ωk(t− t′)]. (4.63)

Here we have denoted 〈...〉B as the quantum statistical average over the bath coor-

dinates and it is defined as

〈χ〉B =
TrBχe−Hbath/KT

TrBe−Hbath/KT
, (4.64)

where χ is an arbitrary reservoir operator and Hbath = h̄
∑

k ωkσ
k
+σk

−. The modi-

fied Fluctuation-Dissipation relation for fermionic noise operators, show the main

signatures as summarised below.

i) In the Eq.(4.63), the noise operator average comes out as symmetric correlation

function. The correlation of fluctuation has to be considered in a symmetrized

fashion to extract any physical sense from it unlike the bosonic bath case[56].

ii) The negative sign appearing in the Eq.(4.63) is a signature coming from

antibunching effect of the fermions. This is in principle a manifestation of the an-

tisymmetric two-particle fermionic wave-function, which excludes overlapping by

the Pauli exclusion principle. Experimentally such cases of anticorrelations is also

present in the existing literature[70] where noise correlations have been measured

for degenerate Fermi gas in a crossed optical dipole trap of 40K atoms. The temper-

ature dependence here comes through the hyperbolic tangent factor which is coming

here explicitly due to consideration of anticommuting properties of the interaction

coefficients obeying Grassmann algebra which.

iii) The main technical source of such a result comes out from the consideration

that the Grassmann numbers are non-commuting with respect to both of the system

and the bath operators.



Chapter 5

Fermionic thermocoherent state

In this chapter, on the basis of the fermionic coherent state formalism developed

by Cahil and Glauber[147], we have introduced here fermionic thermocoherent state

which can be realised physically as a displaced thermal state of fermions and also

investigated its relation with the displaced number state of fermions. We have also

investigated the nature of the average current through a quantum system and its

suppression of noise level to explore the efficiency of electron transport due to ther-

mocoherent character of the source with a thermal sink. The rest of the chapter

is organized as follows: After giving a brief outline of the bosonic thermocoherent

state in the introduction in Sec. 5.2 we have provided a derivation of the fermionic

thermocoherent state as a result of the superposition of the thermal and coherent

P -distribution functions for fermions. In the next section, we have established how

to relate the thermocoherent state with the displaced thermal state and displaced

number states. In Sec. 5.4 we have discussed an application of the fermionic ther-

mocoherent state showing the results of electron transport in the steady state and

dynamic regime and the noise spectrum through a single-level quantum system con-

nected to a thermal sink but with a thermocoherent source. Finally the article is

concluded in Sec. 5.5.

5.1 Introduction

Electron transport[81, 82, 83, 84, 6] properties of small systems with a discrete energy

level structure mostly are dominated by coherent effects. For example, quantum tun-

neling in a system of self assembled quantum dot array reveals antibunching[85, 86]

and near life-time limited line-widths[87]. But coherent control of single electron or

electron spin in quantum transport have been used to detect the quantized motion

of electrons in nanostructures[88, 12, 5]. A coherent transfer of electrons from the

source to sink reservoirs maintained at different chemical potentials[84, 234] have

been considered both theoretically[89, 90, 91] and experimentally[92]. A coherent

source of electrons[93] can be utilised to inject coherence[93, 94] into thermal electron

75
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source for the suppression of noise[95, 5, 97]. Noise reduction can usually be observed

in terms of the interference effects[6, 86, 5] as in the examples of emitted electrons

from a carbon nanotube[98] and correlation function of time-dependent amplitude

and phase of solid-state single-electron sources[235]. The coherent characteristics

are well understood for bosonic systems and and the idea of thermocoherent state

in case of light was originally conceived long ago by Lachs[99]. In this chapter,

our main objective is to construct a fermionic thermocoherent state similar to the

bosonic thermocoherent state on the same footing. Although fermionic coherent

states were studied in several contexts[143, 144, 145, 146] Cahil and Glauber[147] in

1999 first systematically introduced fermionic coherent state and the corresponding

quasiprobability distribution functions similar to the bosonic coherent state[119].

We have also investigated on the possibility of physical realization of the fermionic

thermocoherent state by showing its relation with the displaced thermal state and

explored its relation with the displaced number state(DNS). As an immediate ap-

plication of fermionic thermocoherent state, we have examined its effect on electron

transport through a single level quantum system if the source reservoir is maintained

in a thermocoherent state with the sink reservoir in thermal state. The motivation

is to study the modification of the current noise[56, 55, 148] by introducing some

coherent character in the source reservoir. We have also shown its relevance through

the effect of reduction of noise which are usually done through a coherent driving

mechanism[94] of the system[95, 5] when the two reservoirs are in thermal states.

In this chapter, we have made the studies with respect to the following aspects:

(i) At first, we have derived the fermionic thermocoherent state by the superposition

of thermal and coherent P -distribution function for fermions. (ii) Next, we have

established a clear cut relation of the fermionic thermocoherent state with displaced

thermal state and displaced number state. (iii) In what follows, we have addressed

the application of fermionic thermocoherent state in the context of electron transport

in the steady state as well as in the dynamic regime.

5.2 Fermionic Thermocoherent state

In this section our aim is to formulate a fermionic thermocoherent state using the

definition of the fermionic coherent state by Cahill and Glauber[147]. Here it is

shown that the mathematical methods that have been used to analyze the prop-

erties of the bosonic thermocoherent field and the thermal and coherent limits in

quantum optics, have their counterparts for the fermionic field. In particular, using

the close analogs of the bosonic coherent states, the displacement operators, the P -

representation, and the other operator expansions we have described, the quantum

statistical features of the fermionic thermocoherent coherent state are based upon

the Grassmann calculus of anticommuting variables.
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The normalised fermionic coherent state[147] is defined as

|ξ〉 = D(ξ)|0〉, (5.1)

with D(ξ) being the spin displacement operators defined as

D(ξ) = ea†ξ−ξ∗a = 1 + (a†ξ − ξ∗a) + (a†a − 1

2
)ξ∗ξ, (5.2)

where a and a† are the spin step down and step-up operators defined as a|1〉 = |0〉
and a†|0〉 = |1〉, respectively with the anticommutaion relation {a, a†}+ = 1. For

any mode i, ξi and ξ∗i are Grassmann numbers for the corresponding mode obeying

the following anticommutation relations

{ξi, ξj}+ = 0, (5.3)

{ξ∗i , ξj}+ = 0, (5.4)

{ξ∗i , ξ∗j }+ = 0. (5.5)

We also assume[147] the anticommutation of Grassmann numbers ξi and ξ∗i with the

operators a and a†, for example,

{ξk, a}+ = 0. (5.6)

For single mode fermion, the s−ordered characteristic function χ(ξ, s) can be ex-

pressed as

χ(ξ, s) = Tr[ρ(1 + (ξa† − aξ∗) + ξ∗ξ{a†a}s)], (5.7)

with {a†a}s = a†a + 1
2
(s − 1), where s = 1 means normal ordering, s = −1 means

antinormal ordering and s = 0 means symmetrically ordered product and ρ is the

density operator.

The s−ordered quasiprobability distribution function is again defined as

W (α, s) =

∫

d2ξe(αξ∗−ξα∗)χ(ξ, s), (5.8)

where α and α∗ are also Grassmann numbers.

By analogy with boson, the normally ordered quasiprobability distribution func-

tion, P (α) = W (α, 1) is defined as

P (α) = −
∫

d2βe−(α−β)(α∗−β∗)Q(β), (5.9)

where the anti-normal ordered quasiprobability distribution function, Q is defined

as

Q(β) = 〈β|ρ| − β〉. (5.10)
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While deducing Eq.(5.9), we have considered that a|β〉 = β|β〉 and 〈β|a† = 〈β|β∗

along with trace formula

TrB =

∫

d2β〈β|B| − β〉 =

∫

d2β〈−β|B|β〉, (5.11)

and the completeness relation
∫

d2β|β〉〈β| = I. (5.12)

The single mode fermion density operator for a thermal state can be expressed

as[147]

ρ = (1 − n̄T )

(

n̄T

1 − n̄T

)a†a

, (5.13)

where n̄T is the mean occupation number defined as the Fermi-Dirac distribution

function

n̄T =
1

e
h̄ω−µ

kT + 1
, (5.14)

where, µ is the chemical potential per particle and h̄ω is the energy for the respective

mode. After having a little algebraic manipulation using Equations (5.10)-(5.14),

we have the Q−distribution function for a single mode thermal fermionic state as

Q(β) = exp (
ββ∗

1 − n̄T

). (5.15)

The P−distribution function of thermal state from Equation(5.9) becomes,

P (α) = −n̄T e
−αα∗

n̄T . (5.16)

Now we evaluate the P−distribution function for a fermionic coherent state defined

by the density operator ρ = |α0〉〈−α0| as

P (α) = −
∫

d2βe−(α−β)(α∗−β∗)〈β|α0〉〈−α0| − β〉 = δ(α − α0). (5.17)

Construction of the above Eq.(5.17) utilizes the formula[147]

〈β|α〉〈α|β〉 = e−(β∗−α∗)(β−α), (5.18)

and the definition[147] of the delta-function,

δ(ξ − ζ) =

∫

d2αeα(ξ∗−ζ∗)−(ξ−ζ)α∗

. (5.19)

We are now in a position to construct the thermocoherent state for a fermionic

system by the superposition of the thermal and coherent P−distribution functions,

P1(α1) and P2(α2) in terms of the density operator χ as

χ =

∫

d2α2P2(α2)D(α2)ρ1D
†(−α2), (5.20)
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where

ρ1 =

∫

d2α1P1(α1)|α1〉〈−α1|. (5.21)

where P1(α) and P2(α), respectively, represent the P -distributions of the thermal

and coherent states. Considering the properties of the displacement operators[147]

D(α1)D(α2) = D(α1 + α2)e
α∗

1α2−α∗
2α1 , (5.22)

and

D†(−α1)D
†(−α2) = D†(−α2 − α1)e

α∗
2α1−α∗

1α2 , (5.23)

the resultant P−distribution function comes out as

P (α) =

∫

d2α2P1(α − α2)P2(α2), (5.24)

which gives

P (α) = −n̄T exp

(

−(α − α0)(α
∗ − α∗

0)

n̄T

)

, (5.25)

with the corresponding density operator

χ = −n̄T

∫

d2α exp

(

−(α − α0)(α
∗ − α∗

0)

n̄T

)

|α〉〈−α|. (5.26)

In what follows to evaluate the integral, we use the following Fourier transform

involving Grassmann calculus[147]

∫

d2ξ exp (αξ∗ − ξβ∗ + λξξ∗) = λ exp

(

αβ∗

λ

)

. (5.27)

Using Eq.(5.26), we calculate the diagonal matrix elements of the thermocoherent

density matrix as

〈1|χ|1〉 = χ11 = 1 − (1 − n̄T ) exp

(

α0α
∗
0

1 − n̄T

)

, (5.28)

and

〈0|χ|0〉 = χ00 = −χ11 − n̄T

∫

d2α exp

(

−(α − α0)(α
∗ − α∗

0)

n̄T

)

, (5.29)

so that

χ00 + χ11 = 1. (5.30)

At this point, to have a correspondence of a fermionic thermocoherent state with

that of a bosonic one, we evaluate the mean occupation number 〈n〉TC for a fermionic

thermocoherent state as

〈n〉TC =
∑

n=0,1

nχnn = 1 − (1 − n̄T )e
− n̄c

1−n̄T = n̄T + n̄c, (5.31)
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and the mean square occupation number 〈n2〉TC as

〈n2〉TC =
∑

n=0,1

n2χnn = 1 − (1 − n̄T )e
−n̄c

1−n̄T , (5.32)

where n̄c = α∗
0α0. Hence the variance becomes

(∆n)2
TC = 〈n2〉TC − 〈n〉2TC = (1 − n̄T )e

− n̄c
1−n̄T

[

1 − (1 − n̄T )e
− n̄c

1−n̄T

]

. (5.33)

In appropriate thermal and coherent limits, Eq.(5.33) gives the following result

lim
n̄c→0

(∆n)2
TC = n̄T (1 − n̄T ), (5.34)

and

lim
n̄T→0

(∆n)2
TC = n̄c. (5.35)

Equation(5.35) is exactly similar to the thermocoherent bosonic field in the coherent

limit. On the contrary, the fermionic thermocoherent field corresponding to the

thermal limit n̄c → 0[see Eq.(5.34)] is different from the bosonic case by a negative

sign. This is due to the fermionic anticorrelation between the particles and the

expression is already deduced by Cahill and Glauber[147] for the thermally chaotic

fermion field. Such a remarkable similarity in the fermionic domain is essentially a

major outcome of the crucial roles played by the Grassmann numbers. This is due

to the fact that any polynomial in the Grassmann number should be linear making

the higher order terms in the exponential function appearing in Eqs. (5.31) and

(5.33) vanish which produces a similar mathematical structure of the moments in

the bosonic and fermionic thermocoherent states.

5.3 Fermionic displaced thermal state, displaced

number state and fermion added coherent states

using displacement operator approach

In the mid-1960s Glauber[216] and Lachs[99] had introduced the bosonic ther-

mocoherent state by the approach of superposition of quasiprability distributions;

Filipowicz[219] has also defined it in terms of the displaced thermal state by coher-

ently driving a cavity mode in a thermal equilibrium state. However, in fermionic

system these two definitions appear very different as the eigenvalues of the annihila-

tion operator are anticommuting Grassmann numbers and the vacuum state is the

only eigenstate of the annihilation operator. Here we have studied the properties of

the fermionic thermocoherent state by the approach of the fermionic displacement

operator. Using Grassmann algebra we arrive at the fermionic thermocoherent state

by unitarily displacing the thermal state and we have shown their relation with the
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fermionic displaced number states and the fermion-added coherent state. This ap-

proach is subsequently used to study the effect of coherence in the thermal electron

transport[95] which is purely quantum mechanical in origin. Here we have shown

that it is possible to introduce coherence in the thermal fermion bath modes re-

sulting in a thermocoherent bath by coherently driving a thermal bath followed by

equilibration.

5.3.1 Fermionic thermocoherent state as displaced thermal
state

The density operator for the fermionic thermal state can be obtained as a steady-

state solution of the quantum master equation for a fermionic mode coupled to a

thermal fermion bath. The master equation in the Markov limit for the reduced

density operator ρT (t) is given by

ρ̇T (t) = L̂ρT (t), (5.36)

where,

L̂ρT (t) = −{γ

2
(1 − n̄T )

[

a†aρT (t) − aρT (t)a†] +
γ

2
n̄T [aa†ρT (t) − a†ρT (t)a]

−γ

2
n̄T [a†ρT (t)a − ρT (t)aa†] − γ

2
(1 − n̄T )[aρT (t)a† − ρT (t)a†a]}. (5.37)

The unitarily displaced density operator ρd can be expressed as

ρd = D(α)ρT D†(−α). (5.38)

Here D(α), the fermionic diplacement operator for single mode fermion is D(α) =

ea†α−α∗a. Eq.(5.38) bears a minor dissimilarity of a minus sign with that of displaced

thermal state of a harmonic oscillator[236]. The reason for such a structural differ-

ence can be traced in the intricate nature of the Grassmann numbers which makes

its presence felt in the density operator for fermionic coherent state to be expressed

as ρ = |α〉〈−α|.
The density operator for the thermal state for a single mode fermion can be

obtained from steady state solution of Eq.(5.37)as

ρT = (1 − n̄T )|0〉〈0| + n̄T |1〉〈1|, (5.39)

where n̄T is the mean occupation number [see Eq.(5.14)].

Keeping the following standard relations[147, 229],

D(α)|1〉〈1|D†(−α) = −α∗α|0〉〈0| − α∗|0〉〈1| + α|1〉〈0| + |1〉〈1|(1 + α∗α), (5.40)

and

D(α)|0〉〈0|D†(−α) = −α∗|0〉〈1| + α|1〉〈0| + |0〉〈0|(1 − α∗α) + α∗α|1〉〈1|, (5.41)
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we can get the matrix elements of the density operator for the displaced thermal

state as

〈0|ρd|0〉 = (1 − n̄T )(1 − n̄c) − n̄T n̄c, (5.42)

and

〈1|ρd|1〉 = (1 − n̄T )n̄c + n̄T (1 + n̄c), (5.43)

with n̄c = α∗α. Now, using Eqs.(5.42) and (5.43), we can evaluate the average

occupation number for the displaced thermal state for a single mode fermion as

〈n〉 =
∑

n=0,1

n〈n|ρd|n〉 = n̄T + n̄c. (5.44)

Here, we see that Eq.(5.44) gives the same result as that of Eq.(5.31). Therefore,

it is possible to express the fermionic thermocoherent state as displaced thermal

state. This is very much similar to the idea of coherently driving a thermal bosonic

field to prepare a bosonic thermocoherent state. Again, here we must emphasize

that the key role lies in Grassmann algebra which gives such a close one to one

correspondence.

5.3.2 Displaced Number States and fermion added coherent
state

Here we establish the connection between the fermionic thermocoherent state and

displaced number states and fermion-added coherent state as often defined in the

bosonic cases. The primary idea is to start from the definition of unitarily displaced

fermionic thermal state, which is equivalent to fermionic thermocoherent state and

to express the latter as a linear combination of displaced number states.

Following Ref.[147], the displaced number state can be conveniently expressed

as

|n, α〉 = D(α)|n〉, (5.45)

and

〈n,−α| = 〈n|D†(−α), (5.46)

with n = 0, 1. Hence, the displaced thermal state can be expressed as

ρd = (1 − n̄T )D(α)

(

n̄T

1 − n̄T

)a†a

D†(α)

{

∑

m=0,1

|m,α〉〈m,−α|
}

, (5.47)

where a(a†) is the fermionic annihilation(creation) operator. Defining n̄T = 1/(eλ +

1), we get
(

n̄T

1 − n̄T

)a†a

= 1 − λa†a. (5.48)



83

The simplified form of Eq.(5.48) is markedly due to the fact that the higher orders of

the fermionic operator always vanish which stems from the Pauli Exclusion principle.

Inserting the operator identity D(α)D†(α) = 1 twice in Eq.(5.48), we get

(

n̄T

1 − n̄T

)a†a

= 1 − λ(D(α)aD†(α))†D(α)aD†(α). (5.49)

We are now in a position to define displaced fermionic operators as

D(α)aD†(α) = a − α (5.50)

and

D(α)a†D†(α) = a† − α∗. (5.51)

Hence, Eq.(5.47) can be re-expressed as

ρd = (1 − n̄T )

(

n̄T

1 − n̄T

)(a†−α∗)(a−α)
{

∑

m=0,1

|m,α〉〈m,−α|
}

. (5.52)

Therefore, the fermionic thermocoherent state can be expressed as a mixture of

orthogonal states which are basically displaced number states like in the bosonic

case[236]. Hence, for a multimode fermionic thermocoherent reservoir, the density

operator can be expressed as

ρTC
bath = Πk

[

(1 − n̄k)

(

n̄k

1 − n̄k

)(a†
k−α∗)(ak−α)

{

∑

mk=0,1

|mk, α〉〈mk,−α|
}]

. (5.53)

It is be noted that although a reservoir is generally considered as intrinsically inco-

herent, however, here we have shown that it is possible to make a reservoir which is a

partially coherent source of particles. This motivates us to study a simple transport

problem involving a single-level system connected to two reservoirs, one of which is

in a thermocoherent state.

5.4 Application to electron transport

In this section, we discuss the role of the source reservoir which is in a fermionic

thermocoherent state in the context of the electron transport process through a

single-level quantum system. For the model of quantum current we consider an ar-

rangement of source-system-sink where the source and the sink are fermionic reser-

voirs. After giving a brief discussion about the master equation for transport we

apply it to build the equation of motion for current. In the next subsection we

show the steady-state limit to calculate the Fano factor to probe the current noise

spectrum.
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5.4.1 Steady state and Dynamic regimes of quantum trans-
port: Modification of Conductance formula

Here we consider a quantum system coupled to both the source and sink of electrons

as two fermionic reservoirs. We consider the source bath is in a thermocoherent state

and the sink is in a thermal state.

To start with, we consider the total Hamiltonian HT as

HT = Hs + HE + HC + Hint, (5.54)

where Hs is the system Hamiltonian expressed as

Hs = h̄ω0c
†c, (5.55)

HE is the Hamiltonian of the source or emitter expressed as

HE = h̄
∑

k

ωE
k a†

kak, (5.56)

HC is the Hamiltonian of the sink or collector expressed as

HC = h̄
∑

p

ωC
p b†pbp, (5.57)

and the interaction Hamiltonian Hint is expressed as

Hint = h̄
∑

k

(TEkc
†ak + ca†

kT
∗
Ek) + h̄

∑

p

(TCpb
†
pc + c†bpT

∗
Cp). (5.58)

In Eqs.(5.55)-(5.58), c(c†), ak(a
†
k) and bp(b

†
p) are the step down(step up) operators for

the system, k-th emitter mode and p-th collector mode respectively. The system-lead

coupling coefficients TEk(T
∗
Ek), TCp(T

∗
Cp) are considered to obey Grassmann algebra

[see Eqs.(5.3)-(5.6)].

If ρI(t) be the density operator for the system in interaction picture and ρE and

ρC represents the density operator for the emitter and collector respectively, then

the coarse-grained equation of motion[56] can be expressed as

dρI(t)

dt
= − 1

h̄2

∫ t

0

dt′TrR[Hint(t), [Hint(t
′), ρI(t

′) ⊗ ρE ⊗ ρC ]]. (5.59)

Putting the density operators for the emitter and the collector for the fermionic

bath from Eq.(5.26) for each of the modes and after performing the Markovian

approximation in the Schrodinger picture for weak system-bath coupling, we get

dρ

dt
= −iω0[c

†c, ρ] − 1

2
[(c†cρ − cρc†)(γc(1 − n̄e

TC) − γe(1 − n̄e
TC))

−(c†ρc − ρcc†)(γen̄
e
TC − γcn̄

c
TC)] − 1

2
[(cc†ρ − c†ρc)(γen̄

e
TC − γcn̄

c
TC)
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−(cρc† − ρc†c)(γc(1 − n̄c
TC) − γe(1 − n̄e

TC))], (5.60)

where, we have assumed that γe and γc are the corresponding rate constants for the

emitter and collector, respectively[56]. In what follows, we assume that the collector

is in purely thermal state with n̄c
T = 0, which physically signifies that the chemical

potential of the collector is much smaller than that of the system energy scale i.e.,

h̄ω − µc ≫ KT , where µc is the chemical potential of the collector(sink). From

the emitter side, we consider that the transport of electrons through the system is

controlled by both the thermal as well as coherent parameter of the emitter(source)

bath. In the following analysis, we will show the dependence of current through the

system in terms of the scaled parameter, h̄ω−µe

KT
as well as the coherent parameter,

n̄c of the source reservoir.

First of all, we define the average current as

〈̂i〉(t) =
1

2
[γc〈c†c〉 + γe〈cc†〉], (5.61)

where the occupation number operator averages are calculated

〈c†c〉(t) =
γen̄

e
TC

2γen̄e
TC − γe + γc

(1 − e−(2γen̄e
TC−γe+γc)t) + e−(2γen̄e

TC−γe+γc)t, (5.62)

with,

〈cc†〉(t) = 1 − 〈c†c〉(t). (5.63)

Hence the steady state value of the average current by using Eqs.(5.61), (5.62) and

Eq.(5.63) comes out as

〈i〉ss =
1

2

[

γe(n̄
e
T + n̄e

C)(γe + γc) − γe(γe − γc)

2γe(n̄e
T + n̄e

C) − γe + γc

]

(5.64)

as n̄e
TC = n̄e

T + n̄e
C and here we have considered that the sink is at zero temperature,

i.e., n̄c
T = 0. For the usual thermal source, n̄e

TC = n̄e
T and when the difference in

thermal occupation number of source and sink is unity i,e., if n̄e
T = 1 and n̄c

T = 0

making n̄e
T − n̄c

T = 1 from the above equation one obtains Landauer conductance

formula[3, 6, 96],

〈i〉ss =
γeγc

γe + γc

. (5.65)

However, for the thermocoherent source, i.e., n̄e
C 6= 0, the modified formula of the

steady state current becomes

〈i〉ss =
1

2

[

γen̄
e
C(γe + γc) + 2γeγc

2γen̄e
C + γe + γc

]

. (5.66)

The steady state current through the system is expressed here in terms of γe

and γc, the rate constants of the flow of electrons from the source and to the sink.
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The Landauer conductance formula [see Eq.(5.65)] for the system connected with

traditional thermal electron source and sink is modified here by the nonzero coherent

average fermion number introduced into the source bath, n̄e
C . The main result in

this section is the effective modification of conductance formula coming in Eq.(5.66)

due to the thermocoherent state of the emitter through the coherent and thermal

population terms.

A few comments are relevant here regarding the formula of quantum electron

transport through nanostructures for which various methods have been developed.

Foremost is the Landauer-Buttiker formalism[4], which establishes a basic relation-

ship between scattering amplitudes and currents through nanostructures, where

the conductance is proportional to the transmission coefficient. Secondly, the non-

equilibrium Green’s function(NEGF) scheme deals with many body interaction ef-

fects in quantum transport. Haug and Jauho[237] applies NEGF formalism to arrive

at Landauer formula of conductance[6, 237, 221]. However recently, approaches of

quantum optics[55, 238] are also applied to study time dependent transport pro-

cesses through solid state structures. In the present context, the Landauer formula

for conductance which is given here expresses the average of the time dependent

current without considering any inelastic scattering processes. Eq.(5.66) carries a

signature of coherence in the electron conductance formula coming from the source

electron reservoir. This has significant implications on the nature of the noise in

current unlike the thermal one in usual tunneling conductance of Landauer type.

In order to investigate the effect of thermocoherent state of the emitter in the

electron transport process, we evaluate the steady state current and the transient

behavior of current through the quantum system. In Fig.(5.1), we study the steady

state behavior of the current in terms of the ratio of the steady state thermocoherent

current to the thermal one 〈i〉TC
ss

〈i〉Tss
against the coherent population parameter of the

emitter n̄e
c for different scaled temperatures KT

h̄ω0−µe
. For a fixed value of the scaled

temperature, the ratio 〈i〉TC
ss

〈i〉Tss
increases non-linearly with the increase in the value of

the coherence parameter, n̄e
c. It is found that, with the increase in scaled tempera-

ture, the increment of the ratio with n̄e
c shows enhancement. Here, we particularly

note that the assigned values of the scaled temperature does not necessarily signify a

high temperature limit. This actually suggests that the difference in electrochemical

potential between the source and the sink is very high with respect to the thermal

energy KT . Fig.(5.1) therefore suggests that, as the energy difference between the

system and the Fermi level of the emitter is decreased in comparison to the thermal

energy, the steady state value increases and the increase is more prominent for the

higher range of coherent parameter. We ascribe this phenomenon to the thermal

efficiency of electron transport for coherent character of the source bath.

Next we have considered, the current through the quantum system in its dynam-

ical or transient regime. Figure(5.2) shows the transient current for a fixed value
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Figure 5.1: Plot of 〈i〉TC
ss

〈i〉Tss
versus, the coherent population of the emitter, n̄e

c for

various scaled temperatures Ts = KT
h̄ω0−µe

. Increase in the value of KT
h̄ω0−µe

causes an
enhancement of the steady state current with the coherent population of the emitter.

of scaled temperature say KT
h̄ω0−µe

= 0.01 for different parametric values of n̄e
c. We

see that the steady current depends on n̄e
c and in addition to it, the increase in its

value causes an increase in the magnitude of steady current. But, the point to be

noted here is, for a fixed value of the scaled temperature, the time delay, which is

defined as the characteristic time needed for the system to reach the steady state

value, decreases. In other words, introduction of coherence in the emitter causes a

decrease in the delay time. This is purely a consequence of the quantum nature of

the emitter.

We therefore conclude here that the efficiency of transport through the quantum

system can be characterized by the magnitude of the delay time which depends

strongly on the value of the coherence parameter of the emitter. The more the delay

time, the less efficient the transport will be. Thus, the introduction of the coherent

character in the emitter enhances the transport efficiency through the device.

5.4.2 Current Noise Spectrum and Fano factor

For the dynamical information about the current and its noise charateristics here

we have calculated the noise spectrum and Fano factor from the current-current

correlation function. Following Eq.(5.61), we have calculated the equation for the

average value of current as

d〈i〉(t)
dt

=
1

2
[γcγen̄

e
c + γe(γen̄

e
c − γe + γc)] − (2γen̄

e
c − γe + γc)〈i〉(t). (5.67)
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Figure 5.2: Plot of 〈i〉TC(t) against scaled time(in units of (γe + γc)
−1) for different

parametric values of n̄e
c at a fixed scaled temperature of Ts = KT

h̄ω0−µe
= 0.01. Increase

in n̄e
c increases the steady value and also decreases the delay time for the current to

reach the magnitude of the steady state.

We use the steady state solution of Eq.(5.67) along with quantum regression theorem[55]

(see Appendix) to arrive at the current-current correlation-function as

〈i(0)i(τ)〉 =
γeγc(n̄

e
c + 1) + γ2

e (n̄
e
c − 1)

2γen̄e
c − γe + γc

[

1 − γeγc(n̄
e
c + 1) + γ2

e (n̄
e
c − 1)

2γen̄e
c − γe + γc

]

× exp(−(2γen̄
e
c − γe + γc)τ)

+

[

γeγc(n̄
e
c + 1) + γ2

e (n̄
e
c − 1)

2γen̄e
c − γe + γc

]2

. (5.68)

The Fano factor is defined as

F (ω) =
S(ω)

2〈i(0)〉 , (5.69)

where S(ω) is the Fourier transform of the current-current correlation defined as

S(ω) =

∫ +∞

−∞
eiωτ 〈i(0)i(τ)〉dτ. (5.70)

In what follows, we plot the Fano Factor F (ω), against the scaled frequency
ω

γe+γc
, for different parametric values of the coherence parameter of the emitter, n̄c

e

and scaled temperature, KT
h̄ω0−µe

. In Fig.(5.3), we plot the current Fano factor against

the scaled frequency, ω
γe+γc

for a fixed value of the scaled temperature, kT
h̄ω0−µe

= 0.01

for different parametric values of the coherent parameter of the emitter, n̄e
c. As the
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Figure 5.3: Plot of the current Fano factor F (ω) against normalised frequency ω
γe+γc

for a fixed value of the scaled temperature Ts = KT
h̄ω0−µe

= 0.01 for different parama-
tric values of the coherent parameter of the emitter n̄e

c. The figure clearly reveals
that an increase in the value of coherent parameter results a substantial suppression
in noise at a fixed temperature of the emitter.

coherent driving parameter for the emitter increases, the variation pattern becomes

more and more flat, revealing that with the increase in coherent population of the

emitter results a suppression of current noise. This can be explained on the basis

of the fact that, as more and more coherently injected electrons from the emitter

tunnels into the system, no further electrons can enter the well until it is drained

into the collector. As the emitter as well as collector is assumed to be at a very low

temperature and no coherence is present in it, the timescale in which the draining

of electrons from the system to the collector takes place will be principally guided

by the rate constants γe and γc along with the thermocoherent state of the emitter.

This suppresses the noise which is evident from a decrease in Fano factor.

To conclude the section, we note that the results we show in Fig.(5.3) reveals a

quite close qualitative resemblance with that obtained earlier[95], where an increase

in the coherent coupling parameter between two quantum systems suppresses the

current noise. This evidently gives an indication for an experimental realizability of

the thermocoherent bath. An emitter with a suitable thermocoherent state can con-

veniently be prepared by coupling a system to a fermionic reservoir with a coherent

driving followed by thermalizing the entire system at a given low temperature.
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5.5 Conclusion

Following the fermionic coherent state formulation of Cahill and Glauber[147], we

have introduced a fermionic thermocoherent state. In order to obtain a thermo-

coherent state, the key element in the derivation is to obtain the quasiprobability

P -distribution functions for fermionic thermal and coherent states separately fol-

lowed by the convolution integration. For the fermionic case the integration is over

the anticommuting Grassmann variables which have no classical analog. We have

shown that the corresponding average occupation number and the variance gives the

appropriate coherent and thermal limits, which puts the fermionic thermocoherent

state with the bosonic counterpart on the same footing which is particularly due to

the treatment of the Grassmann algebra. We also show that the thermocoherent

state can alternately be formulated as a displaced thermal state and subsequently

we have shown its connection with the fermionic displaced number state and the

fermion-added coherent state. This clearly gives a systematic procedure to introduce

coherent character in a thermal fermionic reservoir, which is traditionally considered

as an incoherent source of electron.

As an immediate application, we have studied electron transport characteris-

tics of a quantum system connected to a source in a thermocoherent state and a

traditional thermal sink. Here we have suggested a modification in the Landauer

conductance formula in the present context as a function of thermal and coherent

population of the source reservoir. It is found that with the introduction of the

coherent character of the emitter, the steady-state current increases and the delay

time to reach the steady state decreases which is solely a consequence of the co-

herent nature of the emitter. Then, we have calculated the current noise spectrum

and the Fano factor to monitor the steady-state fluctuation of current. When the

emitter is prepared in a thermocoherent state, the noise of the current is suppressed.

The suppression of noise in the current reveals a quite close resemblance with the

result obtained earlier[95] in the bosonic case using a prepared coherently coupled

state of the system instead of introducing coherence in the source as in our case.

This evidently gives an indication of an experimental implication of the fermionic

thermocoherent source.

Appendix

Here we give a short note on calculating the current-current correlation function

using the quantum master equation[55]. In general, a two-time average of two

operators A1(t) and A2(t
′) in interaction picture can be expressed as

〈A1(t)A2(t
′)〉 = TrS+B[χ(0)A1(t)A2(t

′)], (5.71)
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where the total density operator χ(t) can be expressed as

χ(0) = e
iHt
h̄ χ(t)e−

iHt
h̄ , (5.72)

with the equations of motion for the operators being expressed as

Ȧi(t) =
1

ih̄
[Ai, H], (5.73)

along with the solution,

Ai(t) = e
iHt
h̄ Aie

− iHt
h̄ . (5.74)

Using Eqs.(5.71) to (5.74), we obtain

〈A1(t)A2(t + τ)〉 = Trs[A2(0)TrB{χA1(τ)}], (5.75)

where we define, t′ − t = τ and

χA1(τ) = e−
iHτ

h̄ (χ(t)A1(0))e
iHτ

h̄ . (5.76)

We now exclude the explicit reference of the reservoir by tracing over the reservoir

variables thereby defining the reduced operator ρA1(τ) as

ρA1(τ) = TrB[χA1(τ)], (5.77)

with,

ρA1(0) = TrB[χA1(0)] = ρ(t)A1(0). (5.78)

We can express an equation of motion for ρA1 as,

ρA1(τ) = eLτ [ρ(t)A1(0)], (5.79)

where L is a generalized Liouvillean superoperator. After having a little algebra, we

can rewrite Eq.(5.75) as

〈A1(t)A2(t + τ)〉 = Trs[A2(0)eLτρ(t)A1(0)]. (5.80)

For a complete set of system operators {Kµ}(µ = 1, 2, 3, · · · ) such that for any

arbitrary operator O, one can write,

Trs[Kµ(LO)] =
∑

θ

MµθTrs(KθO), (5.81)

where Mµθ are constants. Using Eq.(5.81), we obtain

〈K̇µ〉 =
∑

θ

Mµθ〈Kθ〉, (5.82)

which in the matrix form can be expressed as

〈K̇〉 = M〈K〉. (5.83)

Now, using Eqs.(5.80) and (5.83), after a slight algebra we obtain

d

dτ
〈A1(t)Kµ(t + τ)〉 =

∑

θ

Mµθ〈A1(t)Kθ(t + τ)〉, (5.84)

a form of quantum regression theorem[55], which is used to calculate the current-

current correlation function.



Chapter 6

Electron-vibration entanglement
and electron transport in
resonating dimers

In this chapter, based on the formulation of master equation for fermionic bath,

we have estimated electron transport through a molecular dimer with a vibrational

manifold which is coupled to two electron leads. The molecular current is studied

both as a function of internal and external bias for a class of molecules as well as the

current noise spectra. The rest of the chapter is organized as follows: After providing

a brief introduction, in Sec.6.1 we have provided the basic features of our system

which is modeled by a dimer chain with two vibrational modes. In the next section,

we have depicted the dynamics of the molecule which is coupled to two electron

reservoirs in terms of the master equation, rate equation and current through the

molecular system. In the subsection 6.3.1, a few examples of molecular dimers are

discussed and in the subsection 6.3.2, current through the system is studied as a

function of the internal bias and its dependence on the vibrational mode as a function

of temperature. In the subsection 6.3.3, the current and the differential conductance

behavior of the molecule is studied as a function of the external bias. In the next

section, we have deduced explicit expressions for the current noise and studied their

dependence on vibrational modes. In Sec. 6.5, we have concluded the chapter.

6.1 Introduction

The coupling of a quantum system with two fermionic reservoirs serves as a theo-

retical spectroscopic tool to study electron transport dynamics through a molecular

system[95, 100]. Inspite of a great deal of theoretical and experimental investigations

in the context of electron transport through systems[101, 102, 103, 104, 105, 106,

107, 108], physical insights about coherent dynamics of entangled electron-vibration

motion in molecules are very limited in this context. When a molecule is coupled

92
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to two electron reservoirs, the difference in chemical potential of the two reservoirs

drives transport of electrons through it. In molecular electronic devices, inelastic

effect[109] in the molecular transport junctions along with vibrational effect[16] ap-

pears. However, the Coulomb blockade effect plays the most important role and

is sufficient enough to explain most of the simplest cases observed in the earlier

experiments[111] on quantum dots in terms of simple charging diagrams, which can

also be considered in terms of simple rate equations[112]. In this context, it is our

interest to do a thorough study on electron transport through molecular systems in

terms of the density matrix formalism. For this purpose, we have adopted a quan-

tum system[151, 152] which is consisting of two equivalent resonating structures in

terms of a dimer, each of them being described in terms of an electronic basis which

is coupled through a vibrational mode. This has also been examined in the context

of electron-vibration entanglement in model molecular systems[153, 154] which can

provide a physical insight of the quantum dynamics from electron transport through

molecules.

In this chapter, we have utilized master equation formalism to study the elec-

tron transport process through a molecule coupled to two fermionic reservoirs and in-

cluded the effect of the vibrational modes characterizing the system on the transport

properties under steady state conditions. We have calculated the current through

the molecule as a function of internal as well as the external bias voltage and con-

sidered the effect of electron-vibration entanglement on both the current-voltage

profile as well as on the current versus internal bias profile. We have also calcu-

lated the current noise spectrum for electrons flowing through the single molecule

junction. For this purpose, we have adopted the formalism of quantum regression

in correlation function[55] and calculated the steady state noise fluctuation.

6.2 Resonating dimer between source and sink

To put our work in a proper perspective, we consider a formal quantum transport

setup[100] where a system is coupled to both the source(emitter) and sink(collector)

of electrons as two fermionic reservoirs with chemical potentials µe and µc respec-

tively. Electron transports through the system in response to the external bias

arising out of difference in chemical potential V = µe − µc.

Here, we have considered an interacting resonating dimer as our system. It

is modeled in terms of a double well potential surface internally coupled by the

parameter, λc which also serves as a potential barrier between them. The energy

term, h̄λc also serves as the tunnelling element between the two electronic states.

The system Hamiltonian Hsys is constructed following our previous work[152, 151]

where we have two independent chains, each of them is described in terms of an
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electronic basis with a vibrational manifold. The structure is thus

Hsys =
∑

n={e,c}
|n〉〈n|

(

ǫn +
∑

k

h̄ωka
†
kak + h̄gnk

(

a†
k + ak

)

)

+ h̄λc(|e〉〈c| + |c〉〈e|),

(6.1)

where, ǫn’s are the vertical electronic excitation energies relative to the ground state

of undimerized system represented by operators n̂e = |e〉〈e| and n̂c = |c〉〈c|. a†
k

and ak are creation and annihilation operators, respectively, for k-th vibrational

mode with frequency ωk with gnk being the electron-vibration coupling parameter.

Another parameter is the asymmetry between the two states which in an electron

transport experiment may be controlled by modulating the gate voltage parameter.

We also consider that the energy required to put an additional electron to the

molecule is much more than that of λc, so that effectively only one additional electron

can tunnel through the system at a time.

In order to eliminate the coupling between the electron and vibrational degrees of

freedom, we perform a polaron transformation of Htot[152, 239] to consider system

dynamics in all regimes of bath strength[240, 241, 242]. We define the polaron

transformation using the operator

U =
∑

n={e,c}
|n〉〈n|e−

P

k
gnk
ωk

(a†
k−ak)

, (6.2)

such that for any system operator O, one can define

Ō = U †OU, (6.3)

and after a straightforward but lengthy algebra one can find the transformed system

Hamiltonian

H̄sys =
∑

n={e,c}
ǭn|n〉〈n| +

∑

k

h̄ωka
†
kak + h̄λc(|e〉〈c|D(α) + |c〉〈e|D(−α)), (6.4)

where ǭn = ǫn −
∑

k

h̄g2
nk

ωk
, where the term

∑

k

h̄g2
nk

ωk
is called Stoke’s shift and D(α) ≡

∏

k Dk(αk), where Dk(αk) = eαk(a†
k−ak), with αk = gek−gck

ωk
. For the sake of clarity,

we introduce the notation H̄e−e = h̄λc(|e〉〈c|D(α) + |c〉〈e|D(−α)), where we note

that electron-vibration coupling part in Eq.(6.1) has been incorporated into the

inter-chain interaction Hamiltonian in terms of Glauber’s displacement operator[55]

in the polaron frame. It is expressed in terms of localized diabatically coupled

electronic bases |e〉 and |c〉 where the coupling strength depends on the vibrational

coordinates in a complicated way unlike the standard electron transfer picture of

linearly coupled diabatic surfaces[153, 154].

Our model is a generalization of the the simplest model system[108] composed of

two states without any vibrational degree of freedom called |e〉 and |c〉 and are con-

nected through a static tunnel barrier. The effective Hilbert space which becomes
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Heff is assumed to be spanned by two many-body states |e〉 = |ne + 1, nc〉 and

|c〉 = |ne, nc + 1〉 with energies ǫe and ǫc, corresponding to the lowest energy states

for one additional electron in the left and the right state. On the other hand, the

empty ground state |0〉 = |ne, nc〉 has one electron less and ne electrons in the left

and nc electrons in the right state. Although this state plays a vital role in transport,

but there are no superpositions between |0〉 and the states in Heff by charge super-

selection rule[108]. The empty ground state |0〉 is particularly useful in expressing

coherent interaction terms between the molecular system and the leads and also

needed to express population conservation criteria. Thus our model additionally

considers a vibrational degree of freedom for electron-vibration entanglement.

The total Hamiltonian in the polaron frame can thus be expressed as

H̄tot = H̄sys + H̄e + H̄c + H̄int, (6.5)

where, the emitter Hamiltonian is He =
∑

p ǫe
pb

†
pbp and the collector Hamiltonian

is Hc =
∑

r ǫc
rd

†
rdr. Hsys is the system Hamiltonian and Hint is the interaction

Hamiltonian representing system-reservoir interaction. We consider bp(b
†
p) as the

annihilation(creation) operator for the p-th electron in the emitter and that of dr(d
†
r)

is the annihilation(creation) operator for the r-th electron in the collector. The

fermions obey the anti-commutation rules {b†kbl}+ = δkl and {d†
kdl}+ = δkl. ǫe

p and

ǫc
r are energy of the resonant modes of the emitter and collector fermion(electron)

reservoir respectively.

The interaction Hamiltonian is expressed as

Hint = He
int + Hc

int, (6.6)

where, He
int = h̄

∑

p(V
p
e b†p|0〉〈e|+V p∗

e bp|e〉〈0|) and Hc
int = h̄

∑

r(V
r
c d†

r|0〉〈c|+V r∗
c dr|c〉〈0|),

with, V p
e (V p∗

e ) and V r
c (V r∗

c ) are the corresponding tunnel matrix elements.

Evidently, in the polaron frame, H̄e = He and H̄c = Hc as they have contributions

only from the electron reservoir degrees of freedom. Under the polaron frame, the

system-reservoir interaction Hamiltonian transforms as

H̄int = H̄e
int + H̄c

int, (6.7)

where,

H̄e
int = h̄

∑

p

(V p
e b†p|0〉〈e|e−

P

k βek(a†
k−ak) + V p∗

e bp|e〉〈0|e
P

k βek(a†
k−ak))

and

H̄c
int = h̄

∑

r

(V r
c d†

r|0〉〈c|e−
P

k βck(a†
k−ak) + V r∗

c dr|c〉〈0|e
P

k βck(a†
k−ak))

with, βnk = gnk

ωk
. While deducing the operators in polaron transformed frame, we

have used the Baker-Hausdorff formula[55, 56] in addition to the operator algebra

〈e|e〉 = 〈c|c〉 = 1 and 〈e|c〉 = 〈c|e〉 = 0 along with [ak, a
†
j] = δkj.
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6.3 Electron transport through a dimer coupled

to two electron reservoirs

In this section we shall provide a master equation under the Born-Markov approx-

imation for fermionic reservoirs and proceed for its solution of the reduced system

variables. We shall conclude this section by explicitly considering the rate equa-

tion for various matrix elements characterizing the system and give an analytical

expression for current through the dimer.

6.3.1 Master equation

The equation of motion for χ(t), the total density operator in interaction picture for

a molecular dimer coupled with two reservoirs is

χ̇(t) =
1

ih̄
[H̄e−e(t), χ(t)] − 1

h̄2

∫ t

0

dt′[H̄int(t), [H̄int(t
′), χ(t′)]]. (6.8)

While expressing χ̇(t), we assume the tunneling of electrons to or from the molecule

to the leads are considered within Born approximation. The damping and the

coupling terms are considered to be independent of one another so that H̄e−e(t)

appears in the coherent time evolution of the system. This is a reflection of the

assumption h̄λc ≪ ǭn. The interaction picture description is valid with respect to the

free unperturbed Hamiltonian H̄0 =
∑

n={e,c} ǭn|n〉〈n| +
∑

k h̄ωka
†
kak +

∑

p ǫe
pb

†
pbp +

∑

r ǫc
rd

†
rdr. We now invoke the Markov approximation in the sense that the two

fermionic baths are always in thermal equilibrium and the total density operator

can be approximately factorized as χ(t) ≃ ρ(t) ⊗ ρe
res ⊗ ρc

res, where, ρ(t) is the

density operator in interaction picture for the dimer molecule, along with the two

vibrational modes and ρe
res and ρc

res are the density operators for the emitter and

collector electron reservoirs, respectively. We therefore take trace over the reservoir

degrees of freedom such that Trresχ(t) = ρ(t). The quantum master equation after

formal integration within this framework comes out as

ρ(t) − ρ(0) = −iλc

∫ t

0

dt′[pt′X(α, t′), ρ(t′)] − iλc

∫ t

0

dt′[p†t′X(−α, t′), ρ(t′)]

−
∑

n={e,c}
(
Γon

2

∫ t

0

dt′[|0〉〈0|ρ(t′) − 2|n〉〈0|ρ(t′)|0〉〈n| + ρ(t′)|0〉〈0|]

+
Γno

2

∫ t

0

dt′[|n〉〈n|ρ(t′) − 2|0〉〈n|ρ(t′)|n〉〈0| + ρ(t′)|n〉〈n|]), (6.9)

where, X(α, t) = ΠkXk(αk, t) = Πke
αk(a†

keiωkt−ake−iωkt) and pt = |e〉〈c|e it∆ǭ
h̄ , with

∆ǭ = ǭe− ǭc. The rate constants for electron transport Γ0n and Γn0(with n = {e, c})
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here contains the electron-vibration coupling parameters in a little complicated way.

The expressions are

Γ0n = ΓnΠk=2
k=1

∞
∑

nk=−∞
e
−β2

nk coth
“

h̄ωk
2kBT

”

e
nkh̄ωk
2kBT

×f̄n

( ǭn

h̄
− nkωk

)

Ink

(

β2
nk

sinh( h̄ωk

2kBT
)

)

, (6.10)

and,

Γn0 = ΓnΠk=2
k=1

∞
∑

nk=−∞
e
−β2

nk coth
“

h̄ωk
2kBT

”

e
nkh̄ωk
2kBT

×
[

1 − f̄n

( ǭn

h̄
+ nkωk

)]

Ink

(

β2
nk

sinh( h̄ωk

2kBT
)

)

, (6.11)

where, f̄n(ω) = 1

e
h̄ω−µn

kBT +1

is the Fermi-Dirac distribution function with βik = gik

ωk

and In(z) is modified Bessel function of the first kind. The Fermi golden rule decay

constants are Γn = 2πdn|Vn|2, with dn being the constant density of states in the

n-th electron reservoir. While deducing Eqs.(6.10) and (6.11), we have considered a

trace operation over the reservoir as well as the vibrational degrees of freedom of the

molecule. But this is not reflected in the coherent part of the master equation [see

Eq.(6.9)] as X(α, t) consists of vibrational operators ak and a†
k. This turns out to

be physically reasonable as we have already considered that the excitonic coupling

term, h̄λc and the damping terms to be independent of each other on the basis of

time scale separation. To arrive at analytical solution of the master equation, we

follow the technique to rewrite the equation as a closed set of simultaneous integral

equation[107, 108]. We define number operators as nn = |n〉〈n|(n = {e, c}) and the

time dependent coherent operators as p̄ = ptX(α, t), where various system operator

expectation values are defined as 〈O〉t = Tr(Oρ(t)). With all these notations, the

equation of motion comes out as

〈ne〉t − 〈ne〉0 = −iλc

∫ t

0

dt′(〈p̄〉t′ − 〈p̄†〉t′) + Γoe

∫ t

0

dt′[1 − 〈ne〉t′ − 〈nc〉t′ ]

−Γeo

∫ t

0

dt′〈ne〉t′ , (6.12)

〈p̄〉t − 〈p̄〉0 = −iλc

∫ t

0

dt′F (t − t′)e
i(t−t′)∆ǭ

h̄ 〈ne〉t′ + iλc

∫ t

0

dt′F ∗(t − t′)e
i(t−t′)∆ǭ

h̄ 〈nc〉t′

−1

2
(Γeo + Γco)

∫ t

0

dt′F (t − t′)e
i(t−t′)∆ǭ

h̄ 〈p̄〉t′ , (6.13)

〈nc〉t − 〈nc〉0 = iλc

∫ t

0

dt′(〈p̄〉t′ − 〈p̄†〉t′) + Γoc

∫ t

0

dt′[1 − 〈ne〉t′ − 〈nc〉t′ ]
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−Γco

∫ t

0

dt′〈nc〉t′ , (6.14)

where,

F (τ) =
∞

∑

n1,n2=−∞
Cn1Cn2e

−iτ(n1ω1+n2ω2), (6.15)

with,

Cnk
= e−α2

k(1+2Nk)

(

1 + Nk

Nk

)

nk
2

Ink
(2α2

k

√

Nk(1 + Nk)), (6.16)

where the thermal average occupation number for the vibrational mode is expressed

as Nk = 1

e
h̄ωk
KT −1

and αk = gek−gck

ωk
. While deducing the equations of motion [see

Eqs.(6.12)-(6.14)], we have assumed[107] the factorization for terms like

〈neX(α, t)X†(α, t′)〉t′ = 〈ne〉t′〈X(α, t)X†(α, t′)〉t′ . This amounts to the physical sit-

uation that we are not interested in the back-action effects of the tunneling elec-

trons through the system on the vibrational modes, so that the vibrational modes

are considered to remain in thermal equilibrium at all times. Some basic steps

of the derivation regarding the vibrational correlation function F (τ) is outlined in

Appendix-A.

6.3.2 Rate equation and current through the system

In the stationary state, the average current through the molecule is expressed as

the rate[107, 108] of tunneling of the electrons from the left electron reservoir to the

system,

〈Î〉t =
∂

∂t
〈ne〉 = −iλc

(

〈p̄〉t − 〈p̄†〉t
)

. (6.17)

The details of derivation of the expression for the average value of current through

the molecule is provided in Appendix-B. In this section we only provide the final

expression of current. The analytical expression of the average steady-state current

is given as

〈Î〉t=∞ =
2λ2

cΓeoΓoc

∆
Re

{

C̄2(0)

(

1 +
1

2
(Γeo + Γco) C̄1(0)

)}

−2λ2
cΓoeΓco

∆
Re

{

C̄1(0)

(

1 +
1

2
(Γeo + Γco) C̄∗

1(0)

)}

, (6.18)

where,

∆ = [(Γeo + Γoe)(Γco + Γoc) − ΓocΓoe]

∣

∣

∣

∣

1 +
1

2
(Γeo + Γco)C̄1(0)

∣

∣

∣

∣

2

+2λ2
c [Γoe + Γeo + Γoc]Re

[

C̄2(0)

{

1 +
1

2
(Γeo + Γco)C̄1(0)

}]

+2λ2
c [Γoc + Γco + Γoe]Re

[

C̄1(0)

{

1 +
1

2
(Γeo + Γco)C̄

∗
1(0)

}]

. (6.19)
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In Eqs.(6.18) and (6.19), we have defined C̄1(s) = L[F (t)e
it∆ǭ

h̄ ] and C̄2(s) = L[F (t)e
−it∆ǭ

h̄ ],

where L(f(t)) =
∫ ∞
0

dte−stf(t). This is an analytical result of the current due to

vibrationally induced dimeric coupling.

Our result is a modification of the previously obtained expressions[107, 108] in

the sense that the expression accommodates all possible effects arising out of the

vibrational modes present in the molecule[151]. Furthermore, the previous results

[107, 108] were presented in the limit of infinite bias voltage V −→ ∞ which pre-

sumes the thermal average number occupation for the emitter and collector to be

1 and 0, respectively. Additionally our result does not assume that the polaron

transformation operator [see Eq.(6.2)] renders the Hint unchanged which is an over-

simplification for studying the current-voltage characteristic curves. This has gen-

erated explicit dependence of the vibrational mode dynamics in the rate constants

of tunneling electron through the molecule. Under the approximation of having no

vibrational mode in the system and considering the infinite bias limit, one can easily

obtain similar expression for average current[108]

〈Î〉t=∞ = λ2
c

Γc
(

Γc

2

)2
+

(

∆ǭ
h̄

)2
+ λ2

c

(

2 + Γc

Γe

)
, (6.20)

which is Lorentzian about ∆ǭ.

6.4 Numerical results

In this section, we have depicted the characteristic of molecular current as a func-

tion of internal as well as external bias for a class of resonating dimeric structures.

For the sake of presenting our numerical result, we have considered the parame-

ters of pyridine and also some other systems of diverse photophysical importance as

our model molecular system. Here we have assumed that the electronic states are

coupled to each other through a single vibrational mode, though in general many

modes can contribute to the coupling. Extension to the multimode case is straight-

forward and is not important for qualitative understanding. The essential features

of the electron-vibration interaction in molecular system can be described by basic

one-mode model with appropriately chosen effective vibrational parameters and is

a good approximation for some important molecular properties like shape, central

frequency and intensity of the characteristic intervalence electronic transition[153].

6.4.1 Examples of a few molecular dimers

We have considered a few examples of model chemical systems[243, 244, 245, 246,

247] to demonstrate a general trend in the electron transport properties through it

when coupled to two electron reservoirs. We have adopted five model chemical dimer
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systems with examples like pyridine, PRC(the bacterial photosynthetic reaction rad-

ical cation), B-N-B, Creutz-Taube ion and benzene. Although they belong to diverse

chemical nature as evidenced by their wide range of inter-valence to mixed valence

compounds where, the double degenerate electronic state is coupled through the vi-

brational degree of freedom. The degeneracy of the electronic states can be lifted by

introduction of asymmetry in terms of gate voltage for a quantum transport setup.

For example pyridine, which is well known for solution processing in inkjet printing

and is favorable for making cost-effective organic light-emitting diodes and recog-

nized in various domains of molecular electron transport starting from the study of

electron transport through pyridine-based single molecule junctions[243], to study

and identify the vibrational signatures in the differential conductance[244] spectra.

Pyridine has also been utilized for designing and synthesis of normal[244] as well

as tripodal[245] anchor to construct a single molecule junction with a metal elec-

trode. Pyridines are also employable as a switch molecule to study single molecule

conductances[246]. Next to pyridine, we consider the PRC(bacteriochlorophyll-a

dimer cation) which is an example of the mixed valence complex. Such systems are

simulated to study photon-induced electron transport between molecular entities

that are rigidly embedded within a lipid membrane and separated from each other

by well-defined distances[247]. The hint to study PRC cation came from the useful-

ness of Dendritic Porphyrin, Porphyrin Dimer, and Porphyrin-C60 Dyad to prepare

supramolecular photovoltaic cells. Next, we have considered Creutz-taube which

forms a paradigm in electron transport through biological system[153]. Finally we

consider the B-N-B species for a model case study.

The metal-dimer-metal contacting scheme where the two electronic states cou-

pled by an effective vibrational mode are shown in Fig.(6.1) along with five sample

molecular systems coupled through resonating dimeric structures. Vibrational fre-

quencies h̄ω and tunnel coupling parameters h̄λc given in the Table.(6.1)[153]. These

systems differ in terms of the vibrational frequency ω and inter-chain interaction λc.

MOLECULAR SYSTEMS h̄ω(cm−1) h̄λc(eV) |λc/ω|(eV-cm)
Benzene 1564 −9.5 0.00607
Pyridine 1620 −0.33 0.0003

CT 800 0.35 0.0004
PRC 980 −0.13 0.0001
BNB 1800 −0.36 0.0002

Table 6.1: Vibrational frequencies h̄ω and tunnel coupling parameters h̄λc adopted
from Ref.[153]
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Figure 6.1: (a) The metal-dimer-metal contacting scheme where the two electronic
states coupled by an effective vibrational mode. (b) Five sample molecular systems
coupled through resonating dimeric structures.

6.4.2 Current as a function of internal bias

In this section, we have analyzed the current through the system as a function of

the internal bias in eV, which is the energy difference between the left and right

molecules, ∆ǭ = ǭe − ǭc constituting the system. The internal bias can be exper-

imentally realized in terms of gate voltage. The infinite bias limit is expressed as

f̄( ǭe

h̄
) = 1 and f̄( ǭc

h̄
) = 0, which is considered to present this result. In the figure(6.2),

we have plotted molecular current against the internal bias expressed in eV. Here

we have considered that the two vibrational modes have a common frequency such
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Figure 6.2: Plots of the variation of log10〈I〉 (〈I〉 in pA) against internal bias ex-
pressed in eV. The temperature is expressed in terms of average thermal occupation
number N = 1

e
h̄ω
KT −1

and it is changed parametrically[(a)-(d)]. The variation is

shown for different degrees of electron-vibration coupling, g. In each of the figures,
the black double dashed dotted line corresponds to g = 0.0, the blue dashed line
corresponds to g = 0.25ω and the green bold line corresponds to g = ω.

that ω1 = ω2 = ω = 1620cm−1, which is the characteristic value for pyridine

molecule[153] and the electron-vibration coupling matrix elements g11 = g22 = g

and g12 = g21 = 0. The tunneling rate constants are Γe = Γc = 0.03 meV. We have

explicitly considered the ratio g/ω for presenting our results. The coupling between

the two electronic states is h̄λc = −0.33 eV for pyridine dimer[153]. As the internal

bias varies, the current spectrum is clearly revealed. When the electron-vibration

coupling is switched off, the current is typical of a Lorentzian profile centering about

∆ǭ which is evident from Eq.(6.20). For non-zero electron vibrational coupling con-

stants, the current shows spikes when the energy bias ∆ǭ becomes equal to the

vibrational mode resonant frequency and its multiples. The result shows a close re-

semblance with that obtained earlier[108], with a notable difference that our model

dimer system does not incorporate any separate vibrational damping mechanism,

instead it is comprised of two independent vibrational degrees of freedom coupled

to the electronic modes of the system. The spikes corresponding to the positive

values of ∆ǭ refers to excitation of the vibrational modes due to the tunneling of

electrons from the left to right electron lead through the system. On the contrary,

spikes corresponding to the negative values of ∆ǭ corresponds to de-excitation of

vibrational modes due to electron tunneling. Interestingly, in the limit of very low

temperatures, the vibrational emission is suppressed, which suggests that in this low

temperature limit, vibrational modes can only absorb energy which is emitted by
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Figure 6.3: Plots of the variation of 〈I〉 (in pA) against internal bias expressed in eV.
The temperature is expressed in terms of thermal average occupation number N =

1

e
h̄ω
KT −1

and it is kept fixed at N = 0.5. The variation is shown for different degrees of

electron-vibration coupling g for (a)PRC(Bacteriochlorophyll-a dimer cation)[ω =
980 cm−1, h̄λc = −0.13 eV], (b)CT(Creutz-Taube ion)[ω = 800 cm−1, h̄λc = 0.35
eV], (c)Benzene[ω = 1564 cm−1, h̄λc = −9.5 eV] and (d)BNB[ω = 1800 cm−1,
h̄λc = 0.36 eV]. In each of the figures, the black line corresponds to g = 0.0, the
blue line corresponds to g = 0.25ω and the green line corresponds to g = 0.5ω.

the tunneling electrons. As the temperature is increased, the vibrational emission

becomes more and more active due to higher energy content inducing decoherence

in the system which was not present earlier[108]. Hence in our discussion, we will

prefer to employ a low temperature approximation which is also relevant from ex-

periments with single molecule junction[155]. A little more digression at this point

would be more helpful for further discussions. The vibrational correlation functions

Cnk
enters via factorisation assumption in the expression for current through the

molecule. But for a single vibrational mode, the applicability of such factorisation

is not unquestionable. However, for small coupling constants g, we expect that such

approximations would work well and existence of finite vibrational damping which

is not considered here, should come into play.

In the figure(6.3), we have plotted the current vs internal bias profiles for four

different molecular systems(bacteriochlorophyll-a dimer cation[PRC], Creutz-Taube

ion[CT], Benzene and BNB) at a constant temperature corresponding to the bosonic

occupation number N = 0.5. The data is explicitly given in the Table(6.1)[153].

These systems differ in terms of the vibrational frequency ω and inter-chain inter-

action λc. As the parameters are varied in terms of molecules, we observe that the

sensitivity of the current-internal bias profile towards the vibrational mode decreases
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for molecules having more inter-chain interaction energy terms. But here we note

that, the vibrational frequency plays the deciding role. As the vibrational frequency

ω decreases, the sensitivity of the current towards the vibrational mode will in-

crease. Thus, there is a compromise between the strength of inter-chain interaction

and the frequency of the vibrational mode to detect the vibrational structure of the

molecule in terms of the conductance spectra which should be true also from exper-

imental point of view. Here, it is very much relevant to mention that the additional

resonances occurring in the current-internal bias profile can serve the purpose of a

marker of vibrational modes present in the system.

6.4.3 Current as a function of external bias

In this subsection, we have analyzed the current-voltage(I − V ) characteristics and

the differential conductance profile ( dI
dV

−V ) for different electron-vibration coupling

constants in case of pyridine just as a typical example in fig.(6.4). The parameters

considered in figure(6.4) are kept the same as that in the figure(6.2). The two

vibrational modes have a common frequency such that ω1 = ω2 = ω such that

h̄ω = 1620 cm−1 and the electron-vibration coupling matrix elements g11 = g22 = g

and g12 = g21 = 0. The tunneling rate constants are Γe = Γc = 0.03 meV. In

addition we have considered a h̄ω = 10KT which suggests a low temperature ap-

proximation along with ∆ǭ = 0.0. Additionally, we have also assumed for simplicity

that µe = V/2 and µc = −V/2 and it would not qualitatively affect our result.

As the external bias voltage V = µe − µc is increased, the current asymptotically

reaches its saturation. But the feature one can note is that, as the electron-vibration

coupling parameters are switched on, the current shows a typical Coulomb blockade

pattern.

This is specifically due to the single electron transport mechanism which suggests

that only one electron will be able to reside in the molecule at a time. The increase

in the value of conductance should occur for external bias equal to the vibrational

resonant frequencies or its multiple. But the system being much less sensitive to-

wards the external bias, it is not possible to characterize the vibrational mode from

the current-external bias profile. The electron vibrational coupling thereby contin-

ues to provide additional channel for electron transport by inducing steps in the

I − V characteristic curves. For finite bias voltages, before reaching the saturation,

one can note that the current is suppressed by electron-vibration coupling. This

can be explained on the basis of the fact that, switching on the vibrational modes

will dissipate the energy required for transport and hence suppresses the molecular

current. Similar feature was also obtained earlier[248]. The same feature is also re-

flected from the differential conductance plot where we see that conductance peaks

corresponding to the steps in the I − V plot.

The dependence of the conductance profile on the vibrational modes are also
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Figure 6.4: Plot of variation of current(in pA)[in (a)] and differential conductance
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dV

[in (b)] with external bias(in eV) for different electron-vibration coupling pa-
rameters. The other parameters are kept same as that in figure(6.2) and we have
considered a low temperature situation such that h̄ω = 10KT .
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Figure 6.5: Plot of variation of differential conductance dI
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with external bias(in eV)
for different temperatures. The electron-vibration coupling parameter g = ω where
we have considered temperature parametrically. With the increase in temperature,
a decrease in height and broadening of the peaks are observed.
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g = 0.0025ω where we have considered temperature parametrically. With increase
in temperature, a decrease in height and broadening of the peaks are observed. In
addition, change in the internal bias ∆ǭ also causes a shift in the peak position

studied with temperature as a parameter in the figure(6.5). Under the assumption

of a low temperature with h̄ω = 10KT , the tunneling electrons can emit phonons

during the conduction process. But with the increase in temperature, the vibrational

absorption process becomes more and more dominant resulting gradual disappear-

ance of the resonances in the differential conductance plot in the regime of strong

electron-vibration coupling. This is clearly revealed in the figure(6.5). With the in-

crease in temperature, a decrease in height and broadening of the peaks are observed

which suggests change in thermal distribution of the electrons in the leads[155]. We

here also note that no temperature dependent shift in the conductance peaks are

observed[155] due to no change in gate voltage. With the change in the internal

bias in the limit of very small electron-vibration coupling constant, g = 0.0025ω,

the conductance curve shifts its peak position with simultaneous broadening which

we have shown in Fig.(6.6)[155].

6.5 Current-current correlation for molecule

In this section, we calculate the current-current correlation function and noise spec-

trum for the electron transport through the molecular dimer coupled to two electron

reservoirs and analyze the dependence of the vibrational modes on the noise spec-

trum.

We first derive the equations of motion for the molecular variables directly from
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Eqs.(6.12)-(6.14). While deriving the requisite expressions, we have assumed that

the rate constant of the electron transport into(or from) the molecule from(or into)

the electron reservoirs is independent of the electron-vibration coupling parameters

gnk’s. This approximation is reasonable in the infinite bias limit[f̄( ǭe

h̄
) = 1 and

f̄( ǭc

h̄
) = 0] as the vibrational dependence of the rate constants will appear in an

average way. Thus one can obtain

∂

∂t
〈ne〉t = −iλc[〈p̄〉t − 〈p̄†〉t] + Γe[1 − 〈ne〉t − 〈nc〉t], (6.21)

∂

∂t
〈nc〉t = iλc[〈p̄〉t − 〈p̄†〉t] − Γc〈nc〉t, (6.22)

∂

∂t
〈p̄〉t = −iλc〈ne〉tP1(t) + iTc〈nc〉tP2(t) −

Γc

2
〈p̄〉tP1(t), (6.23)

where,

P1(t) =
∑

n1

∑

n2

[e−i(n1ω1+n2ω2−∆ǭ
h̄

)t − 1], (6.24)

and,

P2(t) =
∑

n1

∑

n2

[ei(n1ω1+n2ω2+∆ǭ
h̄

)t − 1]. (6.25)

While deducing the above set of equations, [see Eqs.(6.21)-(6.23)] we have used rela-

tion of time-derivative of convolution as ∂
∂t

∫ t

0
dt′f1(t−t′)f2(t

′) =
∫ t

0
dt′f

′

1(t−t′)f2(t
′).

A very brief outline leading to the Eqs.(6.24) and (6.25) is given in Appendix C. Now

we recast the equations of motion in terms of the time dependent expectation value

of current [see Eq.(6.17)] and 〈J〉t = −iλc(〈p̄〉t + 〈p̄†〉t). Thus in matrix notation

one can obtain,









〈ṅe〉t
〈İ〉t
〈J̇〉t
〈ṅc〉t









= M









〈ne〉t
〈I〉t
〈J〉t
〈nc〉t









+









Γe

0
0
0









, (6.26)

where,

M =









−Γe 1 0 −Γe

−2λ2
cRe[P1(t)] −Γc

2
Re[P1(t)] − iΓc

2
Im[P1(t)] 2λ2

cRe[P2(t)]
−2λ2

cIm[P1(t)] − iΓc

2
Im[P1(t)] −Γc

2
Re[P1(t)] 2λ2

cIm[P2(t)]
0 −1 0 −Γc









.

The square matrix possesses time-dependent elements in terms of P1(t) and P2(t).

Interestingly, both of them are composed of system frequency terms ω1, ω2 and ∆ǭ
h̄

.

Therefore, P1(t) and P2(t) are supposed to be much slowly varying functions than

〈ne〉t, 〈nc〉t, 〈I〉t and 〈J〉t. Thus it is physically reasonable to replace Pi(t)’s by their

time averages Pi’s, where Pi = γ
∫ ∞
0

dtPi(t)e
−γt, where e−γt is the corresponding
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distribution with arbitrarily small value of γ, which has a dimension of frequency.

Thus the matrix equation [see Eq.(6.26)] can be expressed as

∂

∂t









〈δne〉t
〈δI〉t
〈δJ〉t
〈δnc〉t









= M′









〈δne〉t
〈δI〉t
〈δJ〉t
〈δnc〉t









, (6.27)

where,

M′ =









−Γe 1 0 −Γe

−2λ2
cRe[P1] −Γc

2
Re[P1] − iΓc

2
Im[P1] 2λ2

cRe[P2]
−2λ2

cIm[P1] − iΓc

2
Im[P1] −Γc

2
Re[P1] 2λ2

cIm[P2]
0 −1 0 −Γc









,

P1 = γ
∑

n1,n2

Cn1Cn2 [
γ(γ + 1) + ω2

n1,n2

γ(γ2 + ω2
n1,n2

)
− i

ωn1,n2

γ(γ2 + ω2
n1,n2

)
], (6.28)

and,

P2 = γ
∑

n1,n2

Cn1Cn2 [
γ(γ + 1) + ω′2

n1,n2

γ(γ2 + ω′2
n1,n2

)
+ i

ω′
n1,n2

γ(γ2 + ω′2
n1,n2

)
], (6.29)

with ωn1,n2 = n1ω1 + n2ω2 − ∆ǭ
h̄

and ω′
n1,n2

= n1ω1 + n2ω2 + ∆ǭ
h̄

. In the Eq.(6.27), we

have introduced fluctuation operators such that for any operator O, the correspond-

ing fluctuation operator is δO = O−〈O〉ss, where 〈O〉ss is the corresponding steady

state expectation value. We now apply the quantum regression theorem[100, 55] to

calculate the current noise spectra G(Ω) which can be deduced from the current-

current correlation f(t) = 〈δI(0)δI(t)〉 through the Fourier transform

G(Ω) =

∫ ∞

0

dte−iΩtf(t). (6.30)

We also note

G(Ω) = F̄ (iΩ), (6.31)

where, F̄ (s) is the Laplace transform of f(t). After performing a straightforward

algebra, one thus obtains an explicit expression of F̄ (s) as

F̄ (s) =
1

X

i=4
∑

i=1

A(i)fi, (6.32)

where,

X = (s + Γe) (s + Γc)

{

(

s +
Γc

2
Re(P1)

)2

+

(

ΓcIm(P1)

2

)2
}

−iΓcλ
2
c(s + Γe)Im(P1)Im(P2) + 2λ2

cRe(P2)

{

s +
Γc

2
Re(P1)

}

− (s + Γe + Γc)

[

−2λ2
cRe(P1)

(

s +
Γc

2
Re(P1)

)

+ iΓcλ
2
c(Im(P1))

2

]

. (6.33)
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The quantities A(i) are defined as

A(1) = −(s + Γc)

{

2λ2
cRe(P1)

(

s +
Γc

2
Re(P1)

)

− iΓcλ
2
c(Im(P1))

2

}

, (6.34)

A(2) = (s + Γc) (s + Γe)

(

s +
Γc

2
Re(P1)

)

, (6.35)

A(3) = − (s + Γc) (s + Γe)

(

iΓc

2
Im(P1)

)

, (6.36)

A(4) = (s + Γe)

{

−iΓcλ
2
cIm(P1)Im(P2) + 2λ2

cRe(P2)

(

s +
Γc

2
Re(P1)

)}

+Γe

{

2λ2
cRe(P1)

(

s +
Γc

2
Re(P1)

)

− iΓcλ
2
cIm(P1)

}2

. (6.37)

The quantities fi-s are expressed as

f1 = iλc〈p̄†〉ss − 〈I〉ss〈ne〉ss, (6.38)

f2 = λ2
c [〈ne〉ss + 〈nc〉ss] − 〈I〉2ss, (6.39)

f3 = λ2
c [〈ne〉ss − 〈nc〉ss] − 〈I〉ss〈J〉ss, (6.40)

f4 = −iλc〈p̄〉ss − 〈I〉ss〈nc〉ss. (6.41)

Keeping these expressions in our mind, we have plotted the fano factor associated

with the current noise for electron transport through the molecule in figure(6.7).

In figure(6.7),we have plotted the fano factor, G(Ω) against scaled frequency, Ω/ω,

where we have considered that the two vibrational modes have the same frequency

ω1 = ω2 = ω. While presenting our result, we have considered a low temper-

ature situation such that the thermal average population of the bosonic mode is

N = 0.05. This low temperature corresponds to only absorption of photons due

electrons tunneling through the dimer. The value of ∆ǭ/h̄ω = 1.0 and the tunneling

rate constants in figure(6.7) are such that Γe = Γc = 0.1ω. From the figure(6.7),

it is clear that increase in the electron-vibration coupling parameter increases the

fano factor. The interesting feature we obtain here is that switching on the electron-

vibration coupling parameter g promotes more and more coherent tunneling of elec-

trons through the molecule and a decrease in width of the spectra and thus the noise

of the current decreases. It is relevant here to compare the coherence induced noise

suppression of current which can be found earlier in fermionic[100] and bosonic[95]

bath cases.
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Figure 6.7: Plot of the fano factor, G(Ω) against scaled frequency Ω/ω. The electron-
vibration coupling parameters are such that g/ω = 1, 0.5, 0.05, 0.005. The temper-
ature is kept low such that thermal average occupation number of the vibrational
mode is N = 0.05. The value of ∆ǭ/h̄ω = 1.0 and the tunneling rate constants are
such that Γe = Γc = 0.1ω.

6.6 Conclusion

In the present chapter, we have formulated the approach for the quantum transport

of electrons between two electron leads which are fermionic in character to explore

the electron-vibration entanglement in a class of resonating dimeric structures. The

dimer is comprised of two electronic states with a common ground state with a

vibrational manifold. The electron-vibration coupling shows its effect felt in the

transport set up and when it is switched-off, the expression of current resembles

with that obtained previously[108] along with the additional features in the case of

external bias.

We have numerically calculated average current as a function of the internal as

well as external bias in the steady state domain. For that purpose, we have first taken

pyridine as a prototypical example for electron-vibration entanglement [153, 243].

We have obtained that the current shows spikes when the energy bias becomes equal

to the vibrational mode resonant frequency and its multiples. We have also shown

that only in the low temperature limit, the vibrational modes can absorb energy

due to the tunneling of electrons from the left lead to the right lead through the

molecule. The study is also extended by comparing the current- internal bias profile

for different molecules with different molecular parameters. Here, we have shown

that their is an interplay between the tunneling matrix element and the vibrational

frequency for obtaining vibrational signatures in the current-internal bias profile.
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Here additional peaks can clearly identify the vibrational signatures which can be of

potential application in electron transport spectroscopy of single molecules. While

investigating current as a function of the external bias voltage we get two principal

results. First, introduction of electron-vibration coupling suppresses the noise level

in molecular current and secondly, the electron vibration coupling also provides

additional channel for electron transport thereby inducing additional steps in the

I −V characteristics, which is also further evidenced in the differential conductance

plot. With the increase in temperature, a clear identification of broadening of the

peaks are possible for the differential conductance profile within the interplay of

gate voltage and electron-vibration coupling.

We have also considered the current noise spectrum and Fano factor to monitor

the steady state fluctuation of the molecular current. When the electron-vibration

coupling parameter is gradually decreased, there is a suppression of current noise.

This suppression in current noise is quite similar to that obtained earlier[100], where

incorporation of a coherent signal in the bath suppresses the noise. Thus vibra-

tionally coupled resonating structures of dimers of conjugated electron rich molecule

is the basic testing ground to probe the vibrational mode in electron transport spec-

troscopy.
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Appendix A

In this appendix, we have provided a brief outline of the deduction leading to the

expression of F (τ) given in Eq.(6.15). This will be followed by calculation of the

correlation function appearing in Eq.(6.16). For the sake of clarity we consider the

single bosonic mode case.

For single vibrational mode(say k-th mode), the time dependent operator in the

interaction picture can be expressed as

Xk(αk, t) = eitωka†
kakeαk(a†

k−ak)e−itωka†
kak . (6.42)

When the operators in the exponential term are expanded, using Baker-Hausdorff

formula, we recast Eq.(6.42) as

Xk(αk, t) =
∞

∑

n=0

αn
k

n!
(a†

ke
iωkt − ake

−iωkt). (6.43)

The time dependent vibrational operator thus can be expressed as

X(αk, t) = eαk(a†eiωkt−ae−iωkt). (6.44)

Thus, the one-mode two-time bosonic correlation function can be expressed as

〈X(αk, t)X
†(αk, t

′)〉 = e−α2
k(1−e−iωk(t−t′))〈ez∗a†

ke−zak〉, (6.45)

where, z = αk(e
iωkt − e−iωkt′) and while deducing Eq.(6.45), we have considered the

Baker-Hausdorff formula[56]. The correlation function is 〈ez∗a†
ke−zak〉

= Trph[ρphe
z∗a†

ke−zak ], where the vibrational density operator is ρph =

(1 − e
− h̄ωk

kBT )e
−−h̄ωka

†
k

ak
kBT . After a straightforward algebra[56], we arrive at

〈ez∗a†
ke−zak〉 = (1 − e

− h̄ωk
kBT )

∞
∑

n=0

e
−nh̄ωk

kBT Ln(|z|2), (6.46)

where Ln(|z|2) is the Laguerre polynomial of order n. We now use the generating

function
∑∞

n=0 Ln(x)hn = e
− xh

(1−h)

1−h
and arrive at the expression

〈X(αk, t)X
†(αk, t

′)〉 = e−α2
k(1−e−iωkτ )e−|z|2Nk , (6.47)

where Nk = 1

e

h̄ωk
kBT −1

. We now expand the exponential terms and algebraically ma-

nipulate the vibrational correlation function to finally get

〈X(αk, t)X
†(αk, t

′)〉 = e−α2
k(1+2Nk)

∞
∑

n=0

(

1 + Nk

Nk

)n
2

In(2α2
k

√

Nk(1 + Nk)). (6.48)
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Appendix B

Here, we have provided the basic outlines of getting the expression for average

current through a dimer molecule having two vibrational modes. At first we take

Laplace transform of the equations of motion[see Eqs.(6.12,6.13,6.14)] such that for

any time dependent function f(t), we define the Laplace transformed function as

F̄ (s) = L[f(t)] =
∫ ∞

0
dte−stf(t). We have also applied the convolution property

such that Ḡ(s)H̄(s) = L[g(t− t′)h(t′)]. On explicit evaluation of the Laplace trans-

formation of the two-time vibrational correlation function, it can be expressed as

C̄1(s) =
∑

n1=0

∑

n2=0

Cn1Cn2

1

s + i(n1ω1 + n2ω2 − ∆ǭ
h̄

)
(6.49)

and

C̄2(s) =
∑

n1=0

∑

n2=0

Cn1Cn2

1

s + i(n1ω1 + n2ω2 + ∆ǭ
h̄

)
, (6.50)

with, Cnk
= e−α2

k(1+2Nk)(1+Nk

Nk
)

nk
2 Ink

(2α2
k

√

Nk(1 + Nk))[see Eq.(6.16)]. Additionally,

we have applied the final value theorem limt→∞ f(t) = lims→0 sF̄ (s) to obtain the

steady state values of 〈ne〉, 〈nc〉, 〈p̄〉 and 〈p̄†〉. After performing the Laplace trans-

form, Eqs.(6.12,6.13,6.14) appear as

(Γoe + Γeo)〈ne〉∞ + iλc〈p̄〉∞ − iλc〈p̄†〉∞ + Γoe〈nc〉∞ = Γoe, (6.51)

iλcC̄1(0) + [1 +
1

2
(Γeo + Γco)C̄1(0)]〈p̄〉∞ − iλcC̄

∗
2(0)〈nc〉∞ = 0, (6.52)

−iλcC̄
∗
1(0)〈ne〉∞ + [1 +

1

2
(Γeo + Γco)C̄

∗
1(0)]〈p̄†〉∞ + iλcC̄2(0)〈nc〉∞ = 0, (6.53)

Γoc〈ne〉∞ − iλc〈p̄〉∞ + iλc〈p̄†〉∞ + (Γoc + Γco)〈nc〉∞ = Γoc. (6.54)

Now after rearranging the equations, we adopt matrix notation to represent the set

of four simultaneous linear algebraic equation as









〈ne〉∞
〈p̄〉∞
〈p̄†〉∞
〈nc〉∞









= P−1









Γoe

0
0

Γoc









, (6.55)

where, P =









Γe iλc −iλc Γoe

iλcC̄1(0) 1 + 1
2
ΓecC̄1(0) 0 −iλcC̄

∗
2(0)

−iλcC̄
∗
1(0) 0 1 + 1

2
ΓecC̄

∗
1(0) iλcC̄2(0)

Γoc −iλc iλc Γc









, with Γe =

Γoe + Γeo, Γc = Γoc + Γco, Γec = Γeo + Γco to obtain the steady state solution for

average current given in Eq.(6.18).
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Appendix C

In this Appendix, we have outlined the basic steps for obtaining the expressions for

P1(t) and P2(t) in Eqs.(6.24 and (6.25). We principally show the steps to get P1(t).

The steps to find P2(t) follows naturally. Following Eq.(6.15), we denote

F1(t − t′) = F (t − t′)e
i(t−t′)∆ǭ

h̄ =
∞

∑

n1,n2=−∞
Cn1Cn2e

−i(n1ω1+n2ω2−∆ǭ
h̄

)(t−t′). (6.56)

Now using the formula for derivative of convolution

∂

∂t

∫ t

0

dt′F1(t − t′)〈ne〉t′ =

∫ t

0

dt′F ′
1(t − t′)〈ne〉t′ . (6.57)

and keeping in mind that L{f(t − t′)g(t)} = L{f(t)}L{g(t)}, one obtains

L

{∫ t

0

dt′F ′
1(t − t′)〈ne〉t′

}

=
∑

n1,n2

Cn1Cn2

(

[−i(n1ω1 + n2ω2 − ∆ǭ
h̄

)]

s + i(n1ω1 + n2ω2 − ∆ǭ
h̄

)

)

¯〈ne〉(s),

(6.58)

where, L{f(t)} =
∫ ∞

0
dte−stf(t) = f̄(s). Now after carrying out the inverse Laplace

transform, one obtains
∫ t

0
dt′F ′

1(t − t′)〈ne〉t′ = L−1{〈n̄e〉(s)f̄1(s)}, where f̄1(s) =
∑

n1,n2
Cn1Cn2

(

[−i(n1ω1+n2ω2−∆ǭ
h̄

)]

s+i(n1ω1+n2ω2−∆ǭ
h̄

)

)

. Thus we find

L−1{〈n̄e〉(s)f̄1(s)} =

∫ t

0

dt′〈ne〉t
∑

n1,n2

Cn1,n2e
−i(n1ω1+n2ω2−∆ǭ

h̄ )(t−t′), (6.59)

where, Cn1,n2 = Cn1Cn2

[

−i
(

n1ω1 + n2ω2 − ∆ǭ
h̄

)]

. After performing a short piece of

algebra, one thus obtains

∫ t

0

dt′F ′
1(t − t′)〈ne〉t′ = 〈ne〉tP1(t). (6.60)



Chapter 7

Electron transport in a molecule
due to quantum entanglement and
conical intersection

In this chapter, to find the effect of electron-vibration entanglement and conical

intersection in a molecule, we have studied cis-trans isomerization in a molecule in

an electron transport setup with electronic source and sink composed of fermions.

Here, we show that the vibronic coupling introduces quantum entanglement and

non-classicality which is typically enhanced in the CI point which is supported from

Wigner function and other measures of entanglement. The layout of the rest of

the chapter is as follows: After providing a brief introduction in the section 7.1, in

the section. 7.2, we have discussed the Hamiltonian and its features for a molecule

having conical intersection. In this section, the system-electron lead couplings are

also discussed in the context of molecular electron transport. The next section is

devoted to deduce the master equation involved for a molecule coupled to two elec-

tronic reservoir in a quantum transport setup, where explicit rate expressions for

the electron-vibration entangled states matrix elements are provided. Section 7.4,

which is dedicated for numerical results and discussion is subdivided into two sub-

sections. The subsection 7.4.1 is dedicated to calculate the Von-Neumann entropy,

the uncertainty product as a function of φ. We have also calculated the Wigner

quasiprobability distribution function and the Wigner function matrix, respectively

for the vibrational mode present in the molecule put in the transport setup. In the

subsection 7.4.2, we have calculated the current as a function of the torsion angle(φ)

characterizing the system and also as a function of vibronic coupling. Finally in

section 7.5, we have concluded the chapter.

115
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7.1 Introduction

Several unexpected phenomena like radiationless relaxation of excited electronic

states, photoinduced unimolecular decay and isomerization processes of polyatomic

molecules appears in the molecular dynamics if we consider going beyond the Born-

Oppenheimer approximation[113, 114]. Vibronic coupling, which is an an essential

idea behind conical intersection(CI) between electronic states is uniquely utilized to

describe the mechanistic pathway and its underlying features in molecular system

in non-adiabatic regime[115, 116, 117, 118]. Due to the added complexity of the

non-adiabatic dynamics, the effect of quantum entanglement among various degrees

of freedom in a molecule on its observables is not easy to understand in compar-

ison to the entanglement between two spatially separated objects. Among several

non-adiabatic reactions and processes, the cis-trans isomerization is a prominent

example which is investigated[156] for rotations about C=C bonds using specially

designed femtosecond laser pulses and it has been a subject of longstanding research

interest [157, 158, 159, 160, 161, 162]. This isomerization forms the leading step

in many photophysical processes of biological importance namely vision[163, 164].

In this regard, it is noteworthy that such systems are also used to produce light-

induced ion pumping which plays vital role in producing photomemories and light

triggered switches[165]. Generally the theoretical characterization of the CI point

in such systems involve study of phase space quasiprobability distribution func-

tions namely the Wigner distribution function[166], Among other measures von-

Neumann entropy[167] and ATAS technique[168] are also utilized popularly from

the joint density matrix. Experimental features of CI are performed by several

techniques[169, 170, 171, 172, 173, 174, 175] including ultrafast electron diffraction

studies[176]. Extensive studies on the measurement of electron-vibration entangle-

ment of trapped atoms and ions[177, 178] have also been done. Whereas, most of the

theoretical studies are based on the wave-packet propagation of the CI, our aim has

become to study the non-classicality and entanglement in a molecule in an electron

transport setup.

In this chapter, we have addressed the following issues: At first we have probed

the conical intersection CI point present in a molecular system by theoretically mea-

suring the electron transport through it when put in between two electron reservoirs.

When a molecule is connected to two electronic leads with a difference in the chem-

ical potential, electrons will flow[101, 102, 103, 104, 105, 106, 107, 108] within it in

response to the potential difference. The current-voltage profile of the molecule in

such a case should bear some signature of the electronic-nuclear entanglement, if

any present in the system. Driven by this motive, we have theoretically calculated

the molecular electron current by using the quantum master equation formalism

following our previous work on system coupled with fermionic reservoir[100] and
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provided an indication of the presence of the conical intersection and a measure

of the entanglement in the molecular system. In addition, we have also calculated

the traditional measures like von-Neumann entanglement entropy, the uncertainty

product and the Wigner distribution function to identify and locate the CI point

present in the molecule. For that purpose, we have considered the variation of

non-classicality and entanglement in the molecular states by treating the torsional

coordinate parametrically and it is important to explore the nature of entanglement

and non-classicality when the molecule behaves as a junction for electron transport.

7.2 Model molecular system with conical inter-

section

To put our work in a proper perspective, we consider a formal quantum transport

setup[108] where a system is coupled to both the source(emitter) and sink(collector)

of electrons as two fermionic reservoirs with chemical potentials, µe and µc, respec-

tively. Electron transports through the system in response to the external bias aris-

ing out of the difference in chemical potential, V = µe − µc. The total Hamiltonian

can thus be expressed as

Htot = Hsys + He + Hc + Hint, (7.1)

where, the emitter Hamiltonian is He =
∑

p ǫe
pb

†
pbp and the collector Hamiltonian

is Hc =
∑

r ǫc
rd

†
rdr. Hsys is the system Hamiltonian and Hint is the interaction

Hamiltonian representing system-reservoir interaction. We consider bp(b
†
p) as the

annihilation(creation) operator for the p-th electron in the emitter and that of dr(d
†
r)

is the annihilation(creation) operator for the r-th electron in the collector. The

fermions obey the anti-commutation rules {b†kbl}+ = δkl and {d†
kdl}+ = δkl. ǫe

p and

ǫc
r are energy of the resonant modes of the emitter and collector fermion(electron)

reservoir respectively.

The construction of Hsys is considered following the Ref.[249] and Domcke et.al.,[250]

where the system consists of two diabatic[162, 250] electronic states |i〉(i = 1, 2) cor-

responding to cis and trans isomer of the molecule coupled with a single vibrational

mode. Additionally we consider the existence of torsional motion of the molecule

representing torsion of the molecule across a double bond say a carbon-carbon dou-

ble bond associated with the electronic excitation. The system Hamiltonian can

thus be expressed as

Hsys =
2

∑

i=1

|i〉
(

Ei(φ) + (− h̄2

2I

∂2

∂φ2
) + h̄ωa†a

)

〈i|+ h̄λ(a+a†)(|1〉〈2|+ |2〉〈1|), (7.2)

where, φ is the torsion angle, Ei(φ) is the torsional potential energy for the i-th

state which is a function of φ. I is the reduced moment of inertia of torsion, a†(a)
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Figure 7.1: The adiabatic PESs of a model molecular system plotted as a function
of the dimensionless normal coordinate X and torsion angle φ. The vertical axis
represents energy of the two diabatic states in arbitrary units. A conical intersection
is present at (X = 0, φ = 48.2o).

is the creation (annihilation) operator for the vibrational degree of freedom having

frequency ω and λ is the vibronic coupling constant having dimension of frequency.

The torsional potential energies are expressed as

E1 =
1

2
V0 (1 − cos(2φ))

and

E2 = E − 1

2
V0 (1 − cos(2φ)) .

The system-electron reservoir interaction Hamiltonian is expressed following the

Ref.[100] as

Hint = He
int + Hc

int, (7.3)

where, He
int = h̄

∑

p(V
p
e b†p|0〉〈e|+V p∗

e bp|e〉〈0|) and Hc
int = h̄

∑

r(V
r
c d†

r|0〉〈c|+V r∗
c dr|c〉〈0|),

with, V p
e (V p∗

e ) and V r
c (V r∗

c ) are the corresponding tunnel matrix elements. In this

system, the two adiabatic potential energy surfaces exhibit a conical intersection(CI)

at φ = 48.2o. At other values of φ, the degeneracy is lifted. A little digression at this

point would not be irrelevant for further discussions. The bare electronic states|1〉
and |2〉 are connected through a tunnel barrier which couples among them through

the position operator (a + a†) and characterized by λ. The effective Hilbert space

which becomes Heff =span(|1〉, |2〉) is assumed to be spanned by two many-body

states |1〉 = |n1 +1, n2〉 and |2〉 = |n1, n2 +1〉 with energies E1 and E2, both of them

being dependent on φ. The empty ground state |0〉 = |n1, n2〉 has one electron less

and n1 electrons in the left and n2 electrons in the right state. Although this state
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plays a vital role in transport, but there are no superpositions between |0〉 and the

states in Heff [108]. As it is evident, the vacuum state |0〉 particularly useful in

expressing coherent interaction terms between the molecular system and the leads

and also needed to express the population conservation criteria.

7.3 Master equation for transport through electron-

vibration entangled states

In this section we shall formulate a Born-Markov master equation for the fermionic

reservoirs of source and sink[100] and proceed towards its formal solution. This

section shall be concluded by explicitly considering the rate equation for various

electron-vibration entangled density operator matrix elements characterizing the

molecular system.

The equation of motion for the total density operator in interaction picture χ(t)

for a molecule coupled with two electron reservoirs is

∂χ(t)

∂t
=

1

ih̄
[Hint(t) + He−e(t), χ(t)], (7.4)

where, Hint(t) is interaction Hamiltonian in the interaction picture, and

He−e(t) = h̄λ(a†eiωt + ae−iωt)(|1〉〈2|e itǫ
h̄ + |2〉〈1|e− itǫ

h̄ ), (7.5)

where ǫ = E1 − E2.

While expressing the equation of motion for the total density operator in the

interaction picture, we assume the following:(i)The tunneling of electrons to or from

the molecule to the leads is considered upto its second order(Born Approximation),

which amounts to neglecting the back-action effects by tunneling on the electrons

on the reservoirs. (ii) The damping and the coupling terms are considered to be

independent of one another so that He−e(t) appears in the coherent time evolution of

the system. (iii) The interaction picture description is valid with respect to the free

unperturbed Hamiltonian H0 =
∑

i={1,2} Ei|i〉〈i| + h̄ωa†a +
∑

p ǫe
pb

†
pbp +

∑

r ǫc
rd

†
rdr.

Thus finally, we have

χ̇(t) =
1

ih̄
[He−e(t), χ(t)] − 1

h̄2

∫ t

0

dt′[Hint(t), [Hint(t
′), χ(t′)]]. (7.6)

We now invoke the Markov approximation in the sense that the two electron reser-

voirs are always in thermal equilibrium and the total density operator can be ap-

proximately factorized as χ(t) ≃ ρ(t)⊗ρe
res⊗ρc

res, where, ρ(t) is the density operator

for the molecule, along with the vibrational mode and ρe
res and ρc

res are the density

operators for the emitter and collector electron reservoirs respectively. We therefore

take trace over the reservoir degrees of freedom such that Trresχ(t) = ρ(t). After
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a straightforward but lengthy process following Ref.[100], we finally arrive at the

Born-Markov master equation,

∂ρ

∂t
= − i

h̄
[Hint(t), ρ] + D(ρ), (7.7)

where,

D(ρ) = −Γ1

2
(|0〉〈0|ρ − 2|1〉〈0|ρ|0〉〈1| + ρ|0〉〈0|)

−Γ2

2
(|2〉〈2|ρ − 2|0〉〈2|ρ|2〉〈0| + ρ|2〉〈2|), (7.8)

and we have assumed that the external bias arising out of the difference in chemical

potential between the two reservoirs is infinitely large and Γ1 (and Γ2) are the

rate constants for tunneling of electrons to (or from) the molecule from (or to) the

electron reservoir.

7.4 Numerical Exploration

This section is dedicated to outline the numerical scheme that we have adopted to

present our result for characterization of the conical intersection point for a molecule

and estimate the entanglement present in terms of the Von-Neumann entropy, un-

certainty product, Wigner distribution function and finally in terms of the molecular

electronic current due to its coupling with an emitter and collector electron reservoir

at different chemical potentials.

For the purpose of presenting our result in subsequent subsections, we define

the electron-vibration entangled density operator matrix elements[107] as ρi,j
n,m =

〈n, i|ρ|j,m〉 where, i, j = 0, 1, 2 refers to the electronic states and n,m refers to

vibrational states.

The matrix elements obey the following coupled differential equations:

∂ρ0,0
n,m

∂t
= −iω(n − m)ρ0,0

n,m − Γ1ρ
0,0
n,m + Γ2ρ

2,2
n,m, (7.9)

∂ρ1,1
n,m

∂t
= −iω(n − m)ρ1,1

n,m − iλ[(
√

n + 1ρ2,1
n+1,m +

√
nρ2,1

n−1,m)

−(
√

mρ1,2
n,m−1 +

√
m + 1ρ1,2

n,m+1)] + Γ1ρ
0,0
n,m, (7.10)

∂ρ1,2
n,m

∂t
= −i

[

ǫ

h̄
+ ω(n − m) +

Γ2

2i

]

ρ1,2
n,m − iλ[(

√
n + 1ρ2,2

n+1,m +
√

nρ2,2
n−1,m)

−(
√

mρ1,1
n,m−1 +

√
m + 1ρ1,1

n,m+1)], (7.11)

∂ρ2,1
n,m

∂t
= i

[

ǫ

h̄
− ω(n − m) − Γ2

2i

]

ρ2,1
n,m − iλ[(

√
n + 1ρ1,1

n+1,m +
√

nρ1,1
n−1,m)

−(
√

mρ2,2
n,m−1 +

√
m + 1ρ2,2

n,m+1)], (7.12)
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∂ρ2,2
n,m

∂t
= −(iω(n − m) + Γ2)ρ

2,2
n,m − iλ[(

√
n + 1ρ1,2

n+1,m +
√

nρ1,2
n−1,m)

−(
√

mρ2,1
n,m−1 +

√
m + 1ρ2,1

n,m+1)], (7.13)

where, ǫ = E1(φ) − E2(φ). These equations are in principle not exactly solvable, so

that we resort to solve the system of equations numerically under the steady state

condition. Here, we mention that while deducing these equations, we have consid-

ered that the emitter and the collector electron reservoirs are present under infinite

difference in the chemical potential. In the stationary state, the time derivatives are

zero and thus we obtain a linear set of algebraic equations which we have solved iter-

atively. In order to get a physically reasonable numerical solution, the boson space

has to be truncated at a finite number[107] along with the normalization condition
∑

n ρ0,0
n,n + ρ1,1

n,n + ρ2,2
n,n = 1. The particular feature one should note is that, it is not

possible to employ any factorization approximation like ρ ≃ ρel ⊗ ρb, where the ’el’

and ’b’ respectively refers to electronic and vibrational degrees of freedom, under

strong conditions of electron-vibration entanglement. We have numerically solved

the set of linear simultaneous differential equations [see Eqs.(7.9)-(7.13)] coming

from the master equation [see Eq.(7.7)] under steady state condition. The values of

the parameters of the Hamiltonian in the Eq.(7.2) are taken from the work of Seid-

ner et.al.,[250]. We have considered V0 = 4.5 eV and E = 5.0 eV in the expressions

of torsional potentials. The value of the reduced moment of inertia, I is taken in

such a way that it corresponds to an energy value of 0.01 eV. The frequency of the

coupling of vibrational mode is ω = 0.17 eV and the vibronic coupling constant, λ

is changed parametrically in the range between ω and 2ω. As a consequence, the

torsional motion becomes slowly varying compared to the vibrational motion and

hence φ can be considered parametrically. The tunneling rate constants are fixed at

a value of Γ1 = Γ2 = 0.13 meV. This suggests that the energy associated with the

tunneling rates to and fro for the molecule to the electronic reservoir is smaller than

electronic and vibrational energies of the molecule.

In what follows, we have calculated different parameters like Von-Neumann en-

tropy, Wigner function, the uncertainty product and finally the molecular current

for the purpose to quantify entanglement and non-classicality in case of a molecule

put in a transport setup with conical intersection.

7.4.1 Characterization of conical intersection through en-
tanglement and non-classicality

In this subsection, we have quantified entanglement in terms of Wigner function in

phase space with reference to the CI point. We have also utilized Wigner function

matrix elements to estimate non-classicality. The dependence of entanglement and

non-classicality on CI can also be understood from the Von-Neumann information
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Figure 7.2: Plot of SV N against φ for different parametric values of λ, the vibronic
coupling. SV N maximizes for φ = 48.2. Increase the λ increases the overall electron-
vibration entanglement (SE).

entropy and uncertainty product, which we have studied in this section.

Von-Neumann entropy

Here, we aim to analyze the role of electron-vibration entanglement for a molecule

put in a proper electron transport setup in terms of the von-Neumann entropy of

entanglement SV N . The entanglement between the electronic and vibrational de-

grees of freedom of the composite states of the molecule concerned can be expressed

using the von-Neumann entropy of entanglement[251] as

SV N = −Trel(ρel log2 ρel), (7.14)

where ρel is the reduced density operator for the electronic degrees of freedom such

that ρel = Trvibρ. For the unentangled states, the entropy is zero and for the

maximum entangled state, it has an entropy 1.

In the fig.(7.2), we have shown the variation of the Von-Neumann entanglement

entropy SV N against the torsion angle φ in degrees for different parametric values

of the vibronic coupling parameter λ. With increase in the torsion angle φ, SV N

remains almost constant upto a certain φ for a fixed λ. But from φ ≈ 30o there

is a sharp rise in the curve upto the CI point i.e., φ = 48.2o indicating maximum

electron-vibration entanglement. At the CI point SV N becomes almost equal to its

maximum possible value indicating a maximally entangled state which is indepen-

dent of the coupling strength, λ. For all other values of λ, the entanglement measure,

SV N is higher for higher λ. For the torsion angle φ far from that corresponding to
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CI, the small finite value of SV N suggests another source of entanglement which

comes through the vibronic coupling parameter λ. We designate this as persistent

entanglement(PE). At the CI, the energy asymmetry almost vanishes so that SV N

maximizes indicating introduction of φ-dependent entanglement called sensitive en-

tanglement(SE). In between these two extremities, a clear interplay of both types of

entanglement can be well noted in the molecular system.

Uncertainty product

In this part, we have studied the uncertainty product ∆X.∆P for the vibrational

state of the molecule involved in electron transport. The variances (∆X)2 = 〈X2〉−
〈X〉2 and (∆P )2 = 〈P 2〉 − 〈P 〉2 for the dimensionless position coordinate X and

its conjugate momentum P are first expressed in terms of the electron-vibration

entangled state for the molecule. In this regard, one can define[107, 56] them as

X =
(a + a†)√

2
, P =

i(a† − a)√
2

, (7.15)

where, a(a†) is the bosonic annihilation(creation) operator for the vibrational mode

in the molecule. The position and momentum variances are explicitly expressed in

terms of the density operator ρb, for the vibrational mode, as

(∆X)2 =
1

2
Trel

∑

n

[
√

n(n − 1)ρn,n−2 + (2n + 1)ρn,n +
√

(n + 1)(n + 2)ρn,n+2]

−1

2
[Trel

∑

n

(
√

nρn,n−1 +
√

n + 1ρn,n+1)]
2, (7.16)

(∆P )2 =
1

2
Trel

∑

n

[−
√

n(n − 1)ρn,n−2 + (2n + 1)ρn,n −
√

(n + 1)(n + 2)ρn,n+2]

−1

2
[Trel

∑

n

(−i
√

nρn,n−1 + i
√

n + 1ρn,n+1)]
2, (7.17)

where, ρn,m = 〈n|ρb|m〉.
In the fig.(7.3), we have calculated the uncertainty product as a function of the

torsion angle φ for different vibronic coupling strengths varying from λ = ω to

λ = 2ω. From the fig.(7.3), one can observe that the uncertainty product ∆X.∆P

starts to deviate from the minimum uncertainty value of 0.5 to attain its maximum at

φ = 48.2o. We note that this is particularly due to the minimum uncertainty product

corresponding to the coherent state[107, 249]. As the torsion angle φ approaches the

conical intersection point, the deviation from 0.5 magnitude starts. But the extent of

the deviation depends on the vibronic coupling constant, λ. For λ = ω the deviation
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Figure 7.3: Plot of ∆X.∆P against φ for different parametric values of λ. ∆X.∆P
maximizes for φ = 48.2. Increase in the vibronic coupling, λ increases the overall
electron-vibration entanglement (SE), which is also reflected in terms of the uncer-
tainty product.

starts from φ ≈ 40o whereas for λ = 2ω it starts from φ ≈ 20o . The deviation of the

uncertainty product from the value 0.5 becomes maximum at the conical intersection

point with its value being higher for higher value of the vibronic coupling, λ. This

observation corresponds closely to the result from atom-phonon entanglement where

it is established that the uncertainty product for the single particle measurement of

a position coordinate and momentum of the particle is related to the entanglement

parameter. Also, one can note that in the region apart from the CI, there is some

residual entanglement through the parameter λ. This result is clearly in accordance

to what we have obtained for Von-Neumann entropy SV N .

Wigner distribution function

Here, we have considered the backaction of the electron transport characteristic

to the vibrational mode of a molecule in a formal quantum transport setup in

terms of Wigner function matrix[178] and the Wigner quasiprobability distribution

function[166]. The Wigner function matrix Wij(β) is defined as[178]

Wij(β) = Tr[ρ|j〉〈i|δ(β − a)], (7.18)

where, β is the complex variable defined as β = X + iP and δ(β − a) is the op-

erator valued delta function[178] defined as Fourier transform of the displacement

operator[166] D(ξ) = exp(ξa† − ξ∗a) such that

δ(β − a) =
1

π2

∫

d2ξD(ξ) exp(βξ∗ − β∗ξ). (7.19)
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The off-diagonal elements Wij(β)[i 6= j] gives information of the electronic coherence

and information regarding entanglement present in the system. In the fig.(7.4), we
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Figure 7.4: 3D plots of real and imaginary parts of W12 for φ = 48.2o and λ = 2ω.
X denotes dimensionless normal coordinate of vibration and P denotes its conjugate
momentum. Fig.(4.a) shows Re(W12) and fig.(4.b) shows Im(W12).

have shown the 3D plots for the real and imaginary parts of W12 for φ = 48.2o and

λ = 2ω. From the fig.(7.4), it is clearly revealed that at the CI point, the electronic

coherence assumes sufficient magnitude which physically signifies maximization of

the entanglement(SE) that maximizes the entropy as well at the CI point. Since the

molecular current is also related to the off-diagonal density matrix elements in the

electronic basis, increase in the electronic coherence should magnify the electronic

current which will be discussed subsequently. The negativity of the real and imagi-

nary parts of W12 is clearly indication of the non-classicality of the state associated

at φ = 48.2o, which is the point of conical intersection.

Next, we have calculated the Wigner quasiprobability distribution function[166,

56] defined as W (X,P ) =
∑

i Wii(X,P ) by taking trace over the Wigner function

matrix element. Analytically the expression for Wigner distribution function is

W (X,P ) =
1

π

∑

n,m=0

(−1)nρn,m

√

n!

m!
(2β)m−ne−2|β|2Lm−n

n (4|β|2), (7.20)

where, Lm−n
n is a Laguerre polynomial[108]. In the fig.(7.5), we have provided the

3D plots as well as the contours for Wigner distribution function for the molecule

put in a formal quantum transport setup for λ = 2ω. When the torsion angle

φ = 0o, the Wigner function closely resembles a Gaussian[107][see fig.(7.5.a)], which

corresponds to bosonic coherent state. This is also supported from 0.5 value of the

uncertainty product. This state also refers to as having the entanglement, which is

persistent(PE). As φ increases, the entanglement(SE) increases which is evidenced

from enhancement in the value of ∆X∆P . This causes the Wigner distribution

function spread out in rings around the origin. Thus in the fig.(7.5.b), where φ =
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Figure 7.5: Plots of Wigner distribution function W (X,P ) and their contours for
different parametric values of φ. The value of vibronic coupling parameter is fixed
at λ = 2ω. In fig.(7.5.a), φ = 0.0, in fig.(7.5.b), φ = 38.0, in fig.(7.5.c), φ = 48.2(CI
point) and in fig.(7.5.d), φ = 60.0, The CI point shows maximum amount of splitting
in the Wigner function.

38.0o, we obtain a split Gaussian. The extent of splitting becomes maximum at

the CI point where φ = 48.2o characterizing maximum value of entanglement(SE

and PE) and non-classicality of the states which is given in the fig.(7.5.c). On

further changing the torsion angle the extent of splitting decreases which is given

in the fig.(7.5.d) for φ = 60.0o. This result tallies very closely with that obtained

earlier[107] where the Wigner distribution function spreads out in a ring at and

near the resonance. The CI point in the molecule is that very point of resonance

because of the closeness in energy of the two diabatic electronic energy states. The

difference here, is that, the resonance occurs at CI through the vibrational mode

with λ as the vibronic coupling parameter. In this context, one must note that the

non-negative nature of the W (X,P ) near φ = 48.2o hides the highly non-classical

nature of the state may be due to the fact that the diagonal Wigner function matrix

element cancels out each other at and near the CI point which is not shown here.
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Figure 7.6: Variation of molecular current in pA as a function of the torsion angle
φ, for different parametric values of the vibronic coupling λ. The value of ω is fixed
at 0.17eV and the tunneling rate constants are kept fixed at Γ1 = Γ2 = 0.13meV.
The current maximizes at the CI point which is given by φ = 48.2o. The extent of
magnification increases with the increase in the phonon coupling parameter λ.

7.5 Current as an estimate of entanglement

Finally in this section, we have characterized the conical intersection and the electron-

vibration entanglement through the molecular current. In the stationary state, the

current is defined[100] as the rate at which electrons tunnel from the state |1〉 to |2〉.
In terms of operator, it is formally expressed as[107]

Î =
∂

∂t
|1〉〈1| = iλ(|2〉〈1| − |1〉〈2|)(a + a†). (7.21)

After performing trace operation, we find the expression for average current in terms

of the electron-vibration entangled state density matrix elements as

〈Î〉 = iλ
∑

n

[
√

n + 1(ρ1,2
n+1,n − ρ2,1

n+1,n) +
√

n(ρ1,2
n−1,n − ρ2,1

n−1,n)]. (7.22)

In figure(7.6), we have shown the variation of the stationary current as a function

of the torsion angle (φ). The results are presented under the condition of infinite

external bias. The torsion angle practically plays the role of modulating the dia-

batic electronic energy states which is presented in literature commonly as internal

bias[107, 108].

From the figure, it is clearly revealed that as the torsion angle increases from

φ = 0o, the molecular current initially remains very close to few pA nearing zero.
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Figure 7.7: Variation of the avarage molecular current 〈I〉 against the vibronic
coupling parameter, λ for different values of ∆, where φ = 48.20 + ∆. At the CI
point(∆ = 0), the current almost increases quadratically with λ. For other values
of φ, the current varies much insignificantly owing to only PE.

But as the angle approaches value of φ ≈ 30o, the current rises slowly and we

obtain a sharp peak right at the CI point having φ = 48.2o. At this point both

kinds of entanglement becomes operative. Electron-vibration entanglement is en-

hanced due to coupling constant as well as the torsion angle φ. These two types of

electron-vibration entanglement controls the magnitude of current in different ways.

A systematic enhancement in current is obtained with increase in the coupling con-

stant, λ whereas, the current is maximum for a particular value of λ at a critical

value of the torsion angle, φ = 48.2 which is the CI point.

This is in sharp contrast to the result obtained earlier[107, 108] and such differ-

ences would arise due to the inherent structure of the system Hamiltonian. Here,

the role of the parameter λ becomes crucial since putting λ = 0 physically refers to

switching off the electron-phonon coupling which makes the molecular current also

zero. This is clearly revealed from Eq.(7.21). Thus current comes primarily from SE

and very insignificantly from PE contribution in nature which gains its prominence

at and near the CI point. As λ increases, there is a magnification in the current

magnitude which is also supported from Eq.(7.22). and this feature is solely due to

PE.

Next, in the fig.(7.7), we have shown a variation of the molecular current in

pA against the vibronic coupling, λ. In fig.(7.7), it is clearly revealed that with

the increase in λ, there is a significant increase in the molecular current at and

very near to the CI point. A simple approximate expression of current can be
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found analytically by only considering the ground vibrational state and a coherent

distribution. Apart from this, to get the analytical result, one should employ the

brute-force approximation of ρij
nm = ρijρnm which can result to a very crude outcome.

Nevertheless, with these assumptions, the expression for the average current, 〈I〉
turns out as

〈I〉 =
λ2α2e−α2

(1 + Γ2

Γ1
)

( ǫ
h̄
)2 +

Γ2
2

4
+ λ2α(1 + Γ2

Γ1
)
, (7.23)

where, α is the coherent parameter considered. The variation in this domain appears

to be almost quadratic which is counterintuitive if we consider Eq.(7.22), but can

be understood in respect to the approximate expression of the current[see Eq.(7.23]

for λ ≪ ǫ. But the variation happens to be almost linear at torsion angles apart

from the CI point. Here, it has finally become clear that although we are not at the

CI point, due to the presence of PE, there is some residual current flowing through

the system which weakly varies with the vibronic coupling,λ. But at the CI, due to

the dominance of the φ-dependent SE, the molecular current is amplified many fold

giving rise to a high degree of non-classicality in the molecular system.

7.6 Conclusion

In a nutshell, in this chapter, we have studied the effect of conical intersection in

a molecular system when it is coupled to two electronic reservoirs under infinite

difference in the chemical potential. Conical intersection introduces non-classicality

in vibrational coordinate and quantum entanglement due to electron-vibration cou-

pling. We have taken a model example where two electronic states are coupled

through a vibrational coordinate. These two electronic states correspond to a dia-

batic double-welled potential having bimodal electron density profile[153, 154]. For

such an electron-vibration entangled state, one can principally encounter two distinct

types of entanglement: one which arises purely from the degeneracy of the energy

levels and is destroyed totally by slight energy asymmetry of the states which can be

called sensitive entanglement(SE), while the other entanglement originates through

strong coupling between the potential wells which is kind of persistent one. Persis-

tent entanglement(PE) is developed due to strong vibronic coupling and does not

depend appreciably on the energy asymmetry of the electronic states.

We have considered the torsional coordinate parametrically for understanding of

the system in presence of a conical intersection of the adiabatic potential energy sur-

faces under electron transport setup. We have considered measure of entanglement

in terms of the Wigner function matrices and the Wigner distribution function in

the phase space of the vibrational mode which couples the two diabatic electronic

states. The results are also compared in terms of the von-Neumann entanglement

entropy and the uncertainty product. The principal result of this paper lies in the
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fact that identification of the non-classicality of the states and hence the conical

intersection point can be done also from the measurement of the electron current

through the molecule when put in a formal quantum transport setup. As the tor-

sion angle gradually reaches the value corresponding to the conical intersection(CI)

point(φ = 48.2o), the molecular electron current shows a sharp peak. We have thus

provided a quantification of the PE and SE present in a quantum system under the

electron transport setup. This result is in tune with that obtained on the basis on

the variation of the uncertainty product ∆X.∆P , the Von-Neumann entropy SV N

and the Wigner function W (X,P ).
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